Constructions of Interval Observers for Discrete–time Systems of Luenberger type
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Abstract—For a class of discrete-time systems with input, output and uncertain terms, a new interval observer is constructed. Its key feature is that it is composed of two copies of classical observers, whose corresponding error equations are in general not nonnegative. It is shown how this interval observer can be modified to cope with the presence of nonlinear terms and disturbances and how asymptotic stability of the resulting interval observer can be achieved through an appropriate choice of output feedback.

I. INTRODUCTION

The interval observer approach is a state estimation technique based on a guaranteed state estimator composed of a dynamic extension endowed with two outputs giving an upper and a lower bound for the solutions of the considered system. A method of this type makes it possible to cope with big disturbances and gives an information on the current value of the solutions at any time instant. To the best of the author’s knowledge, the guaranteed state estimation technique can be traced back to the seminal work [18], but the notion of interval observer is more recent. It originates in [7] and has been developed in many directions because state estimation is essential for monitoring and control purposes.

Some works on interval observers are devoted to various classes of linear systems [3], [10], [11], [14], [13] and others are devoted to some classes of nonlinear systems [16], [17], [15]. Most of these works are concerned with continuous-time systems only, although such a technique is appealing in the context of discrete-time systems: notice in particular that systems with sampled data often lead to discrete-time systems, as explained for instance in [1], which are frequently affected by disturbances. This motivates the development of robust state estimation techniques, like the one based on interval observers. This remark motivated the contributions [4] and [12] and motivates the present paper too.

In [4], interval observers are constructed for families of time-varying discrete-time systems without inputs and in [12], interval observers for two important families of discrete-time systems are proposed. The first is composed of time-invariant nonlinear systems which possess specific stability and monotonicity properties. The second is the general family of the linear time-invariant exponentially stable systems. We established that these systems can be transformed into nonnegative and exponentially stable time-invariant systems through linear, possibly time-varying, changes of coordinates. Using this key result, interval observers for linear systems without input and an output have been constructed, under a detectability assumption. Such constructions are based on a dynamic extension, which is nonnegative when the output is identically equal to zero.

In the present paper, we complement [12] in several directions. In a first part, we consider the linear time-invariant discrete-time system with input and output:

\[
\begin{aligned}
  x_{k+1} &= \alpha x_k + \beta u_k, \\
  y_k &= C x_k,
\end{aligned}
\]

with \(k \in \mathbb{N}, x_k \in \mathbb{R}^n\), where \(u_k \in \mathbb{R}^q\) is the input, \(y_k \in \mathbb{R}^p\) is the output, where \(\alpha \in \mathbb{R}^{n \times n}, \beta \in \mathbb{R}^{n \times q}, C \in \mathbb{R}^{p \times n}\) and show, under the classical detectability assumption, that two copies of Luenberger observers [9] endowed with appropriate outputs (the two bounds) and initial conditions compose an exponentially stable interval observer. This result may sound surprising because such observers or their associated error equations do not possess the property of being nonnegative systems (see, for instance, [8] for the definition of nonnegative system), although this property is usually used when constructing interval observers (see, for examples, [12], [4], [13], [6] and the discussions therein). In fact, we will use the notion of nonnegative system as well, but only indirectly to select appropriate initial conditions and upper and lower bounds for the interval observer. It turns out that these bounds may be time-varying. To the best of the authors’ knowledge, there do not exist similar results in the literature even for continuous time systems. The main advantage of the new approach is that it makes it possible to let classical observers play simultaneously the role of observers and interval observers and therefore the introduction of extra dynamics with some nonnegativity property is not explicitly needed. Moreover, since the choice of initial conditions and bounding outputs for the interval observer is not unique, this technique may be used to construct a bundle of interval observers, as done for instance in [2], without having to introduce extra dynamics. Thus, better estimates can be obtained without having to consider interval observers of dimension larger than twice the dimension of the studied system.

In a second part, we consider a nonlinear system of the
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form

\[
\begin{cases}
x_{k+1} = [A + A_s(x_k)]x_k + \beta u_k + \Phi(y_k), \\
y_k = Cx_k,
\end{cases}
\]  

(2)

with \( k \in \mathbb{N} \), \( A \in \mathbb{R}^{n \times n} \), \( \beta \in \mathbb{R}^{n \times q} \), \( C \in \mathbb{R}^{p \times n} \), where \( A_s : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) is an unknown bounded nonlinear function, and \( \Phi : \mathbb{R}^p \rightarrow \mathbb{R}^n \) is a known nonlinear function. We give some conditions ensuring that the system admits an interval observer which is exponentially stable when the system is in closed-loop with a feedback which depends only on \( y_k \) and the values provided by the bounds of the interval observer. The proposed interval observer consists of the one designed for (1) with additional terms taking into account the presence of the uncertainties \( A_s \) and of \( \Phi \). It is worth noticing that the idea of taking advantage of interval observers to design stabilizing control laws is not new: it is used in [5] to stabilize nonlinear systems.

The rest of this note is organized as follows. Notation, definitions and prerequisites are given in Section II. A construction of a time-varying interval observer for a linear system is proposed in Section III. In Section IV, we adapt the previous construction to the case where nonlinear unknown terms are present. An illustrative example is given in Section V. Concluding remarks are drawn in Section VI.

II. NOTATION, DEFINITIONS AND PREREQUISITES

The notation will be simplified whenever no confusion can arise from the context. Any matrix, whose entries are all 0 is simply denoted 0. The Euclidean norm of vectors of any dimension and the induced norm of matrices of any dimension are denoted \(| \cdot |\). Let \( A = (a_{ij}) \in \mathbb{R}^{n \times n} \). Then \(|A|_p = (|a_{ij}|) \in \mathbb{R}^{n \times n} \). All the inequalities must be understood componentwise i.e. \( v_a = (v_{a1}, ..., v_{ar})^T \in \mathbb{R}^r \) and \( v_b = (v_{b1}, ..., v_{br})^T \in \mathbb{R}^r \) are such that \( v_a \leq v_b \) if and only if, for all \( i \in \{1, ..., r\} \), \( v_{ai} \leq v_{bi} \). A symmetric matrix \( A \in \mathbb{R}^{n \times n} \) is positive semidefinite (resp. negative semidefinite) if for all vectors \( v \in \mathbb{R}^n \), \( v^T Av \geq 0 \) (resp. \( v^T Av \leq 0 \)). Then we denote \( A \leq 0 \) (resp. \( A \geq 0 \)). A matrix \( A \in \mathbb{R}^{n \times n} \) is said to be Schur stable if its spectral radius is smaller than 1. For two matrices \( A = (a_{ij}) \in \mathbb{R}^{r \times s} \) and \( B = (b_{ij}) \in \mathbb{R}^{r \times s} \), max\{A, B\} is the matrix where each entry is \( m_{ij} = \max\{a_{ij}, b_{ij}\} \). For a matrix \( A \in \mathbb{R}^{r \times s} \), \( A^+ = \max\{A, 0\} \), \( A^- = \max\{-A, 0\} \). A matrix \( A \in \mathbb{R}^{r \times s} \) is said to be nonnegative if every entry of \( A \) is nonnegative. A sequence \( (u_k) \) is nonnegative if for all \( k \in \mathbb{N} \), \( u_k \) is nonnegative. A system \( x_{k+1} = f(k, x_k) \) is nonnegative if for all integer \( k_0 \) and any initial condition \( x_{k_0} \geq 0 \), the solution \( x_k \) satisfies \( x_k \geq 0 \) for all integer \( k \geq k_0 \). Let \((x, y) \in \mathbb{R}^n \times \mathbb{R}^n \). Then the inequality

\[
|x + y|^2 \leq 2|x|^2 + 2|y|^2
\]

holds.

Due to the features of the systems we shall consider, we adopt a slightly less general definition of interval observer for discrete-time nonlinear systems than the one in [12]. We also define the framers. Those two notions have been introduced, with slightly different features, in several papers (see, for instance, [14], [7] to cite only a few).

Definition 1: Consider a discrete-time system:

\[
x_{k+1} = f_1(k, x_k),
\]

(4)

with \( x_k \in \mathbb{R}^n \), with an output \( y_k = m(x_k) \in \mathbb{R}^p \), and where \( f_1 \) and \( m \) are two nonlinear functions. The initial condition at the instant \( k_0 \in \mathbb{N} \), \( x_{k_0} \in \mathbb{R}^n \) is assumed to be bounded by two known bounds:

\[
x_{k_0}^+ \leq x_{k_0} \leq x_{k_0}^-.
\]

Then, the dynamical system

\[
z_{k+1} = f_2(k, z_k, y_k),
\]

(6)

associated with the initial condition \( z_{k_0} = g(k_0, x_{k_0}^+, x_{k_0}^-) \in \mathbb{R}^n \) and bounds for the solution \( x_k \):

\[
x_k^+ = h^+(k, z_k), \quad x_k^- = h^-(k, z_k)
\]

(7)

where \( f_2, g, h^+ \) and \( h^- \) are nonlinear functions, is called (i) a framer for (4) if for any vectors \( x_{k_0}, x_{k_0}^+ \) and \( x_{k_0}^- \) in \( \mathbb{R}^n \) satisfying (5), the solutions of (4)-(6) with respectively \( x_{k_0}, z_{k_0} = g(k_0, x_{k_0}^+, x_{k_0}^-) \) as initial condition at \( k = k_0 \), denoted respectively \( x_k \) and \( z_k \) satisfy, for all \( k \geq k_0 \), the inequalities

\[
x_k^- = h^-(k, z_k) \leq x_k \leq h^+(k, z_k) = x_k^+,
\]

(8)

(ii) an interval observer for (4) if in addition any solution \((x_k, z_k)\) of (4)-(6) is such that

\[
\lim_{k \rightarrow +\infty} |h^+(k, z_k) - h^-(k, z_k)| = 0.
\]

The following result is a direct consequence of [8, Chap. 5, Proposition 5.6].

Lemma 1: The system \( z_{k+1} = Az_k \) where \( z_k \in \mathbb{R}^n \), \( A \in \mathbb{R}^{n \times n} \) is nonnegative if and only if the matrix \( A \) is nonnegative.

Recall a result given in [12] because it is instrumental in establishing the results in Section III. A similar result, in the context of continuous-time systems, is presented in [11].

Lemma 2: Consider a constant Schur stable matrix \( A \in \mathbb{R}^{n \times n} \). Then there exist a sequence of invertible matrices \( R_k \in \mathbb{R}^{n \times n} \), a constant Schur stable nonnegative matrix \( E \in \mathbb{R}^{n \times n} \) and a constant \( c > 0 \) such that for all \( k \in \mathbb{N} \),

\[
|R_k| + |R_k^{-1}| \leq c \quad \text{and} \quad R_{k+1}AR_k^{-1} = E.
\]

III. TIME-VARYING INTERVAL OBSERVERS

In this section, we state and prove a result for the simple case of the linear time-invariant systems with input and output and no uncertainties. It applies to systems which do not possess any stability or stabilizability property, in contrast to the theorem of the next section, which applies only to stabilizable systems. The theorem below helps understanding the one proposed in the next section, which is more complicated due to the presence of nonlinearity and uncertainty.

Theorem 1: Consider the system:

\[
\begin{cases}
x_{k+1} = \alpha x_k + \beta u_k, \\
y_k = Cx_k,
\end{cases}
\]

(9)

with \( x_k \in \mathbb{R}^n \), the output \( y_k \in \mathbb{R}^p \), the input \( u_k \in \mathbb{R}^q \), where \( \alpha \in \mathbb{R}^{n \times n} \), \( \beta \in \mathbb{R}^{n \times q} \), \( C \in \mathbb{R}^{p \times n} \) are matrices such that there exists a matrix \( K \in \mathbb{R}^{n \times p} \) such that \( A = \alpha + KC \)
is Schur stable.

Then, there exists a sequence of invertible real matrices \((R_k)\) and a real number \(c > 0\) such that for all \(k \in \mathbb{N}\), \(|R_k| + |R_k^{-1}| \leq c\) and

\[
R_{k+1}A R_k^{-1} = \mathcal{E},
\]

(10)

where \(\mathcal{E} \in \mathbb{R}^{n \times n}\) is a nonnegative Schur stable matrix. Let \(S_k = R_k^{-1}\) for all \(k \in \mathbb{N}\). Then the system:

\[
\begin{align*}
\dot{x}_{k+1} &= A \hat{x}_k - \mathcal{K}_y k + \beta u_k, \\
\dot{x}_k &= A \hat{x}_k - \mathcal{K}_y k + \beta u_k,
\end{align*}
\]

(11)

associated with the initial conditions

\[
\begin{align*}
\hat{x}_{k_0}^+ &= S_{k_0}[R_{k_0}^+ x_{k_0} - R_{k_0}^- x_{k_0}^-], \\
\hat{x}_{k_0}^- &= S_{k_0}[R_{k_0}^+ x_{k_0} - R_{k_0}^- x_{k_0}^-],
\end{align*}
\]

(12)

and the bounds

\[
\begin{align*}
x_k^+ &= S_k^+ R_k \hat{x}_k^+ - S_k^- R_k \hat{x}_k^-, \\
x_k^- &= S_k^+ R_k \hat{x}_k^+ - S_k^- R_k \hat{x}_k^-,
\end{align*}
\]

(13)

is an interval observer for system (9).

**Remark.** A remarkable feature of the two systems in (11) is that each of them is a standard Luenberger observer for the system (9).

**Proof.** Since the matrix \(A\) is Schur stable, Lemma 2 provides with the required sequence of matrices \(R_k\).

Next, for an initial instant \(k_0 \in \mathbb{N}\), we consider vectors \(x_{k_0}, \hat{x}_{k_0}, \hat{x}_{k_0}^+, \hat{x}_{k_0}^-\) in \(\mathbb{R}^n\) such that

\[
\begin{align*}
-x_{k_0} &\leq x_{k_0} \leq x_{k_0}^+ \\
\text{and (12) is satisfied. Since the matrices } R_k^+ \text{ and } R_k^- \text{ are nonnegative, it follows from (14) that the inequalities:}
\end{align*}
\]

\[
\begin{align*}
R_{k_0}^+ x_{k_0}^+ &\leq R_{k_0}^+ x_{k_0} \leq R_{k_0}^+ x_{k_0}^+, \\
R_{k_0}^- x_{k_0}^- &\leq R_{k_0}^- x_{k_0} \leq R_{k_0}^- x_{k_0}^-,
\end{align*}
\]

(14)

are satisfied. We deduce that:

\[
-R_{k_0} x_{k_0}^+ + R_{k_0} x_{k_0}^- \leq (R_{k_0}^+ - R_{k_0}^-) x_{k_0} \leq R_{k_0}^+ x_{k_0} - R_{k_0}^- x_{k_0}^-.
\]

According to (12), the inequalities

\[
R_{k_0} \hat{x}_{k_0}^+ \leq R_{k_0} \hat{x}_{k_0} \leq R_{k_0} \hat{x}_{k_0}^+
\]

(15)

hold. Next, let us consider the solutions \(x_k, \hat{x}_k, \hat{x}_k^+\) of the systems (9) and (11) with the initial conditions \(x_{k_0}, \hat{x}_{k_0}, \hat{x}_{k_0}^+\) selected above. Since, for all \(k \geq k_0\),

\[
\begin{align*}
\dot{x}_{k+1} &= A x_k + \beta u_k - \mathcal{K}_y k, \\
\dot{\hat{x}}_{k+1} &= A \hat{x}_k + \beta u_k - \mathcal{K}_y k, \\
\dot{\hat{x}}_{k+1}^+ &= A \hat{x}_k^+ + \beta u_k - \mathcal{K}_y k,
\end{align*}
\]

(16)

it follows from (10) that

\[
\begin{align*}
R_{k+1} x_{k+1} &= R_{k+1}[A x_k + \beta u_k - \mathcal{K}_y k], \\
R_{k+1} \hat{x}_{k+1}^+ &= \mathcal{E} R_{k+1} \hat{x}_k^+ + R_{k+1} \beta u_k - R_{k+1} \mathcal{K}_y k.
\end{align*}
\]

(17)

and

\[
\begin{align*}
R_{k+1} \hat{x}_{k+1}^- &= \mathcal{E} R_{k+1} \hat{x}_k^- + R_{k+1} \beta u_k - R_{k+1} \mathcal{K}_y k,
\end{align*}
\]

(18)

It follows that

\[
g_{k+1}^+ = \mathcal{E} g_k^+ + g_{k+1}^- = \mathcal{E} g_k^-,
\]

(19)

with \(g_k^+ = R_k \hat{x}_k^+ - R_k x_k, g_k^- = R_k \hat{x}_k - R_k \hat{x}_k^-\). From (15), the fact that \(\mathcal{E}\) is nonnegative and Lemma 1, we deduce that, for all \(k \geq k_0\), \(g_k^+ \geq 0, g_k^- \geq 0\), which implies that

\[
R_k \hat{x}_k^- \leq R_k x_k \leq R_k \hat{x}_k^+.
\]

(20)

Since \(S_k^+\) and \(S_k^-\) are nonnegative, it follows from the previous inequalities that, for all \(k \geq k_0\),

\[
S_k^+ R_k \hat{x}_k^+ \leq S_k^+ R_k x_k \leq S_k^+ R_k \hat{x}_k^+,
\]

(21)

\[
S_k^- R_k \hat{x}_k^- \leq S_k^- R_k x_k \leq S_k^- R_k \hat{x}_k^-,
\]

which implies that

\[
S_k^+ R_k \hat{x}_k^+ - S_k^- R_k \hat{x}_k^- \leq (S_k^+ - S_k^-) R_k x_k \leq S_k^+ R_k \hat{x}_k^+ - S_k^- R_k \hat{x}_k^-.
\]

(22)

From the definitions of \(x_k^+\) and \(x_k^-\) in (13) and the fact that \(S_k^+ - S_k^- = S_k\) for all \(k \in \mathbb{N}\), it follows that, for all \(k \geq k_0\), \(x_k \leq x_k^\leq x_k^-\). In addition, for all \(k \geq k_0\), \(\dot{x}_{k+1}^+ - \dot{x}_{k+1}^- = A(\hat{x}_k^+ - \hat{x}_k^-)\), which implies that \(\lim_{k \to \infty} |\hat{x}_k^+ - \hat{x}_k^-| = 0\), since \(A\) is Schur stable. Finally, since \(|R_k| + |S_k| \leq c\) for all \(k \in \mathbb{N}\), we deduce that \(\lim_{k \to \infty} |x_k^+ - x_k^-| = 0\). This concludes the proof.

\[\blacksquare\]

**IV. ROBUST INTERVAL OBSERVER**

In the sequel, we consider a family of nonlinear systems with uncertain terms. We will show that, despite the presence of these uncertainties, one can construct for them interval observers when they are in closed-loop with stabilizing output feedbacks which depend on the values of the bounds of the interval observer. More precisely, we consider:

\[
\begin{align*}
x_{k+1} &= \mathcal{A} x_k + \beta u_k + \Phi(y_k), \\
y_k &= \mathcal{C} x_k,
\end{align*}
\]

(23)

with \(x_k \in \mathbb{R}^n, u_k \in \mathbb{R}^n\) is the input and \(y_k \in \mathbb{R}^p\) is the output, where \(\Phi\) is a nonlinear function of class \(C^1\), where \(\mathcal{A} \in \mathbb{R}^{n \times n}, \beta \in \mathbb{R}^{n \times q}, \mathcal{C} \in \mathbb{R}^{p \times n}\) and the system (23) is affected by unknown disturbances \(\mathcal{A}_u(x) \in \mathbb{R}^{n \times n}\), bounded in norm by a known constant.

We introduce some assumptions:

**Assumption 1.** There exists an invertible matrix \(\mathcal{R} \in \mathbb{R}^{n \times n}\) such that

\[
\mathcal{R} \mathcal{A} \mathcal{S} = \mathcal{E},
\]

(24)

where \(\mathcal{E} \in \mathbb{R}^{n \times n}\) is a nonnegative Schur stable matrix and \(\mathcal{S} = \mathcal{R}^{-1}\).

Notice for later use that Assumption 1 guarantees the existence of a symmetric positive definite matrix \(Q_1 \in \mathbb{R}^{n \times n}\) such that

\[
\mathcal{A}^\top Q_1 \mathcal{A} - Q_1 \preceq -I.
\]

(25)

**Assumption 2.** There exist matrices \(\mathcal{M} \in \mathbb{R}^{q \times n}, \mathcal{L} \in \mathbb{R}^{n \times p}\) and a symmetric positive definite matrix \(Q_2 \in \mathbb{R}^{n \times n}\) such that, for all \(x \in \mathbb{R}^n\),

\[
[\mathcal{G} + \mathcal{A}_u(x)]^\top Q_2 [\mathcal{G} + \mathcal{A}_u(x)] - Q_2 \preceq -I.
\]

(26)
with
\[ G = A + LC + \beta M. \]  

**Assumption 3.** There exists a continuous function \( \Omega : \mathbb{R}^p \rightarrow \mathbb{R}^q \) such that \( \Omega(0) = 0 \) and for all \( y \in \mathbb{R}^p \),
\[ \Phi(y) - Ly = \beta \Omega(y), \]
where \( \beta \) is the constant matrix given in (23) and \( L \) is the matrix in Assumption 2.

**Assumption 4.** Let \( c_{i,j}(x) \) denote the entries of the matrix \( R^T A_k(x) S \). Then the inequalities
\[ |c_{i,j}(x)| \leq \epsilon, \quad \forall (i, j) \in \{1, \ldots, n\}^2, \quad |A_s(x)| \leq \epsilon \]
are satisfied with
\[ \epsilon \leq \min\{b_1, b_2 b_3, |G|\}, \]
\[ b_1 = \frac{1}{4\sqrt{6n}|S||R|}, \]
\[ b_2 = \frac{1}{\sqrt{4(8|G|^2|Q_2| + 1)|Q_2|}/|\beta|^2|\mathcal{M}|^2} \]
\[ b_3 = \frac{1}{2\sqrt{2/s}(1 + 6n^2|S||R|^2)} \]
and \( s = 2|Q_1 A|^2 + |Q_1| \). We are ready to state the main result of the section.

**Theorem 2:** Let the system (23) satisfy Assumptions 1 to 4. Then this system with the dynamic extension
\[ \begin{cases} \dot{x}^+_{k+1} = A \dot{x}^+_k + \beta u_k + \Phi(y_k) + \epsilon SU \max\{|R \dot{x}^+_k|, |R \hat{x}^-_k|\}, \\ \dot{x}^-_{k+1} = A \dot{x}^-_k + \beta u_k + \Phi(y_k) - \epsilon SU \max\{|R \dot{x}^+_k|, |R \hat{x}^-_k|\}, \end{cases} \]
where \( \epsilon \) is the positive real number in Assumption 4, \( U = \begin{bmatrix} 1 & \ldots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \ldots & 1 \end{bmatrix} \in \mathbb{R}^{n \times n} \), in closed-loop with the feedback
\[ u(x^+, y_k) = M \dot{x}^+_k - \Omega(y_k) \]
is globally exponentially stable. Moreover, for this closed-loop system, the system (34) associated with the initial conditions
\[ \begin{cases} \dot{x}^+_k = S \left[ R^+ x^+_k - R^- x^-_k \right], \\ \dot{x}^-_k = S^{+} R^+ \dot{x}^+_k - S^{-} R^- \dot{x}^-_k, \end{cases} \]
the bounds for the solutions \( x_k \)
\[ \begin{cases} x^+_k = S^+ R^+ x^+_k - S^- R^- x^-_k, \\ x^-_k = S^+ R^+ \dot{x}^+_k - S^- R^- \dot{x}^-_k, \end{cases} \]
is an exponentially stable interval observer for the system (23).

**Discussion of Theorem 2.**
- Assumption 1 ensures the existence of a time-invariant change of coordinates that transforms \( A \) into a nonnegative Schur stable matrix. For the sake of simplicity, we have chosen to restrict ourselves to this case, although one can cope with the general case by taking advantage of the time-varying change of coordinates provided by Lemma 2. The extension can be easily obtained by combining the proofs of Theorem 1 and Theorem 2.
- Assumption 1 implies that the matrix \( A \) is Schur stable. But it does not imply that the system \( x_{k+1} = A x_k + \Phi(y_k) \) is globally stable and therefore the linear approximation at the origin of \( x_{k+1} = A x_k + \Phi(y_k) \) may be unstable. Indeed, for instance any system \( x_{k+1} = A_x x_k + \Phi(x_k) \) with \( x_k = C x_k \) such that the pair \((A_x, C)\) is detectable satisfies Assumption 1 with \( A = A_x + K_a C \), where \( K_a \) is a constant matrix such that \( A_x + K_a C \) is Schur stable. The associated function \( \Phi \) is then \( \Phi(y) = \Phi(x) - K_a y \).
- Assumptions 2 and 3 define a constraint on the function \( \Phi \). These assumptions imply that the system (23) is globally exponentially stabilized by the feedback \( u(x) = M x - \Omega(C x) \). A way to check whether Assumption 2 is satisfied consists in determining a symmetric positive definite matrix \( Q_2 \) such that \( G^T Q_2 G - Q_2 \leq -I \), and next in determining \( \epsilon > 0 \) such that Assumption 2 is satisfied when the inequality \( |A_s(x)| \leq \epsilon \) is satisfied for all \( x \in \mathbb{R}^n \).
- Assumption 4 is a restriction imposed on the unknown terms. Such a restriction is used to establish the stability of (34) in closed-loop with (35). The system (34) is a framer for the system (23) for any input. But it is an interval observer only when the system (23) is in closed loop with suitably chosen stabilizing feedbacks. Of course feedbacks different from (35) can be used: for instance one can choose \( u(\hat{x}^-_k, y_k) = M \hat{x}^-_k - \Omega(y_k) \).

**Proof.** The proof splits up into two parts. The first establishes that (34)-(36)-(37) with suitable initial conditions and bounds is a framer for the system (23) for any sequence of inputs \( u_k \). The second is devoted to the stability analysis of the systems (23)-(34) in closed-loop with the dynamic output feedback (35).

1. **Property of framer.**
For an initial instant \( k_0 \in \mathbb{N} \), let us consider vectors \( x_{k_0}, x^+_{k_0}, x^-_{k_0} \) in \( \mathbb{R}^n \) such that \( x^-_{k_0} \leq x_{k_0} \leq x^+_{k_0} \). Then, arguing as we did at the beginning of the proof of Theorem 1, we obtain
\[ R \hat{x}^-_{k_0} \leq R x_{k_0} \leq R \hat{x}^+_{k_0}. \]
Next, let us consider the solutions \( x_k, \hat{x}^+_k, \hat{x}^-_k \) of the systems (23) and (34) with the initial conditions \( x_{k_0}, \hat{x}^+_{k_0}, \hat{x}^-_{k_0} \) selected above. Then:
\[ \begin{cases} x_{k+1} = [A + A_s(x_k)] x_k + \beta u_k + \Phi(y_k), \\ \hat{x}^+_{k+1} = A \hat{x}^+_k + \beta u_k + \Phi(y_k) + \epsilon SU \max\{|R \hat{x}^+_k|, |R \hat{x}^-_k|\}, \\ \hat{x}^-_{k+1} = A \hat{x}^-_k + \beta u_k + \Phi(y_k) - \epsilon SU \max\{|R \hat{x}^+_k|, |R \hat{x}^-_k|\}. \end{cases} \]
Since Assumption 1 guarantees that \( R A = ER \), one gets
\[ \begin{cases} R x_{k+1} = ER x_k + \beta u_k + \Phi(y_k), \\ R \hat{x}^+_{k+1} = ER \hat{x}^+_k + \beta u_k + \Phi(y_k) + \epsilon SU \max\{|R \hat{x}^+_k|, |R \hat{x}^-_k|\}, \\ R \hat{x}^-_{k+1} = ER \hat{x}^-_k + \beta u_k + \Phi(y_k) - \epsilon SU \max\{|R \hat{x}^+_k|, |R \hat{x}^-_k|\}. \end{cases} \]
Now, we prove by induction that for all $k \geq k_0$, 
\[ R\hat{x}_k^- \leq R x_k \leq R\hat{x}_k^+. \] (41)
According to (38), the property is satisfied at the step 
\[ j+1. \]
We deduce that, for all $k \geq k_0$, the inequalities 
\[ R\hat{x}_k^- \leq R x_k \leq R\hat{x}_k^+ \] hold. Since the entries of $S^+$ and $S^-$ are 
nonnegative, it follows that, for all $k \geq k_0$, 
\[ S^+ R\hat{x}_k^- - S^- R\hat{x}_k^- \leq x_k \leq S^+ R\hat{x}_k^- - S^- R\hat{x}_k^+. \] (42)
It follows that, for all integer $k \geq k_0$, $x_k^- \leq x_k \leq x_k^+$. 

2. Stability of the systems (23) - (34) - (35).
In this part, we prove that the system 
\[
\begin{align*}
  x_{k+1} &= [A + A_s(x_k)]x_k + \beta M\hat{x}_k^+ - \Omega(y_k) + \Phi(y_k), \\
  \hat{x}_{k+1}^+ &= A\hat{x}_k^+ + \beta [M\hat{x}_k^+ - \Omega(y_k) + \Phi(y_k)] \\
  \hat{x}_{k+1}^- &= A\hat{x}_k^- + \beta [M\hat{x}_k^- - \Omega(y_k) + \Phi(y_k)] \\
  &\quad - \epsilon S U \max \{|R\hat{x}_{k-1}^+|, |R\hat{x}_{k-1}^-|\}, \\
  q_{k+1} &= A p_k + \epsilon \Gamma(x_k, p_k, q_k) - A_s(x_k)x_k,
\end{align*}
\] (43)

admits the origin as a globally exponentially stable equilibrium point. Using Assumption 3 and the change of coordinates 
\[ p_k = \hat{x}_k^+ - x_k, \quad q_k = \hat{x}_k^- \] we obtain 
\[
\begin{align*}
  x_{k+1} &= \gamma(x_k, p_k, q_k) + \delta(x_k, p_k, q_k) \\
  \hat{x}_{k+1}^+ &= \gamma(x_k, p_k, q_k) + \delta(x_k, p_k, q_k) \\
  \hat{x}_{k+1}^- &= \gamma(x_k, p_k, q_k) + \delta(x_k, p_k, q_k) \\
  q_{k+1} &= A p_k + \epsilon \Gamma(x_k, p_k, q_k),
\end{align*}
\] (44)

with $\Gamma(x, p, q) = S U \max \{|R(p + x)|, |R(p + x - q)|\}$. 

Let us establish that the system (44) admits the origin as a 
globally exponentially stable equilibrium point through a 
Lyapunov approach. Let $V_1(p, q) = p^T Q_1 p + q^T Q_2 q$, where 
$Q_1$ is the symmetric positive definite matrix satisfying (25) 
and let us introduce the notation $\Delta V_{1,k} = V_1(p_{k+1}, q_{k+1}) - V_1(p_k, q_k)$. Then, after some simple algebraic manipulations, we obtain 
\[
\begin{align*}
  \Delta V_{1,k} &\leq -\epsilon_2 |x_k|^2 + 2|\hat{G} + A_s(x_k)||Q_2||\beta||M||x_k||p_k| \\
  &\quad + |Q_2||\beta||M||p_k|^2.
\end{align*}
\] (52)

From the triangle inequality, we deduce that 
\[ \Delta V_{1,k} \leq -\epsilon_2 |x_k|^2 - \epsilon_2 |q_k|^2 + |Q_2||\beta||M||p_k|^2. \] (53)

with $\epsilon_2 = 2 |\Gamma(x, p, q)|$. Let $V_2(p, q) = (4 \epsilon_2 + 1) V_2(p, q) + V_2(x)$ and $\Delta V_{3,k} = V_3(p_{k+1}, q_{k+1}) - V_3(p_k, q_k)$. 

Then (51) and (53) imply that 
\[ \Delta V_{3,k} \leq -4 \epsilon_2 |x_k|^2 + 4 \epsilon_2 |q_k|^2 + (4 \epsilon_2 + 1) \epsilon_2 |x_k|^2 - \frac{1}{2} |x_k|^2. \] (54)

Since (30) ensures that 
\[ \epsilon \leq \frac{b_3}{2 \sqrt{4 \epsilon_2 + 1}} \] (55)

with $b_3$ defined in (33), it follows that $\Delta V_{3,k} \leq -W(p_k, q_k, x_k)$, with $W(p, q, x) = \frac{1}{4} |p|^2 + \frac{4 \epsilon_2 + 1}{2} |q|^2 + \frac{1}{2} |x|^2$. Since the functions $V_3$ and $W$ are positive definite quadratic functions, we can conclude. 

V. ILLUSTRATIVE EXAMPLE

We illustrate Theorem 2 with the following system:
with $x_k = (x_{1,k}, x_{2,k}) \in \mathbb{R}^2$, where $u_k \in \mathbb{R}$ is the input, $y_k \in \mathbb{R}$ is the output and where $c_1$ and $c_2$ are unknown real constants such that $|c_i| \leq \frac{3}{16\sqrt{166}}$, $i = 1, 2$. (57)

Notice that this system is unstable when $u_k = 0$ for all $k \in \mathbb{N}$. Throughout this section, we use the symbols of Section IV. Then we prove that Theorem 2 applies with the choices:

$$A = \begin{bmatrix} 0 & -\frac{1}{4} \\ 1 & 0 \end{bmatrix}, \quad A_s(x) = \begin{bmatrix} c_1 \sin(x_{2,k}) & 0 \\ c_2 & 0 \end{bmatrix},$$

$$\beta = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \end{bmatrix} \quad \text{and} \quad \Phi(y) = \begin{bmatrix} 9y - \frac{1}{4} \sin y \end{bmatrix}.$$

Let us check that Assumptions 1 to 4 are satisfied. We observe that $A$ is a Schur stable matrix and that the inequality

$$A^T Q_1 A - Q_1 \preceq -I \quad \text{with} \quad Q_1 = \begin{bmatrix} 1 & 0 \\ 0 & \frac{32}{15} \end{bmatrix}$$

is satisfied. The matrix $A$ is not nonnegative and one can check readily that the equality $\mathcal{R} A \mathcal{R}^{-1} = \mathcal{E}$ is satisfied with

$$\mathcal{R} = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \mathcal{E} = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix}.$$

Now, we choose $\mathcal{L} = 0, \mathcal{M} = 0$ and then the corresponding matrix $G$ is $G = A$. By using (57), one can prove that Assumption 2 is satisfied with $Q_2 = 2Q_1$. We observe that $\Phi(y) = \Omega(y)/\beta$, where $\Omega(y) = 9y - \frac{1}{4} \sin(y)$. Thus Assumption 3 is satisfied. Now, we observe that $|A_s(x)| \leq \sqrt{c_1^2 + c_2^2} \leq \frac{3}{16\sqrt{166}}$ for all $x \in \mathbb{R}^2$ and $|G| \geq 1$. Next, through simple calculations, one can prove that Assumption 4 is satisfied with $\varepsilon = \frac{1}{44}$ because $\frac{1}{2\sqrt{6}/(2Q_1 A_s^2 + Q_1)} > \frac{1}{44}$. It follows that Theorem 2 applies to (56) with the dynamic extension

$$\begin{cases}
\hat{x}_{k+1}^+ = A \hat{x}_k^+ + \beta u_k + \Phi(y_k) \\
\hat{x}_{k+1}^- = A \hat{x}_k^- + \beta u_k + \Phi(y_k)
\end{cases}$$

with $\varepsilon = \frac{1}{44}$. Theorem 2 leads us to consider the systems (56)-(58) in closed-loop with the feedback

$$u(\hat{x}^+, y) = \mathcal{M} \hat{x}^+ - \Omega(y) = \frac{1}{4} \sin(y) - 9y. \quad (59)$$

This closed loop system admits the origin as a globally exponentially stable equilibrium point. Moreover, the system (58) associated with the initial conditions

$$x_k^+ = N_1 x_{k0} + N_2 x_{k0}^- \quad \text{and} \quad x_k^- = N_1 x_{k0}^- + N_2 x_{k0}^+,$$

with $N_1 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}$, $N_2 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$ and the bounds for the solutions $x_k^+$ and $x_k^-$

$$x_k^+ = N_1 x_k^+ + N_2 x_k^- \quad \text{and} \quad x_k^- = N_1 x_k^- + N_2 x_k^+,$$

is an exponentially stable interval observer for the system (56) in closed loop with the output feedback (59).

VI. CONCLUSION

We have proposed a new technique of construction of time-varying exponentially stable interval observers for discrete-time nonlinear time-invariant systems with uncertainties. A key advantage of this approach is the simplicity of the dynamics of the proposed interval observer: basically, it is composed of two copies of a classical Luenberger observer with extra terms whose presence is due to the uncertain terms.
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