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Abstract— We propose an algorithm for consensus of second-order sampled-data multi-agent systems in the presence of misbehaving agents. Each normal agent updates its values (position and velocity) following a predetermined control law based on local information obtained through directed interaction while some malicious agents make updates arbitrarily. The normal agents do not know the global topology of the network, but have prior knowledge on the maximum number of malicious ones. Under the assumption that the network topology has sufficient connectivity in terms of robustness, we develop a resilient algorithm where each agent ignores the neighbors which have large and small position values to avoid being influenced by the malicious agents. The effectiveness of the approach is demonstrated through a numerical example.

I. INTRODUCTION

Recently, in the area of networked control systems, consideration of cyber security has become important since such systems are nowadays more often connected to general purpose networks such as the Internet and wireless communication. Malicious attacks can lead such systems to hazardous operating regions and might physically cause irreparable harms and losses. Safe distributed algorithms in the presence of faulty behaviors and adversarial agents have been widely studied in control [3, 4] as well as computer science [7, 13].

In this paper, we consider networks of agents which cooperate by interacting with each other to accomplish a global objective. In such systems, malicious intruders may take control of some agents and influence other agents to keep them from completing their planned tasks without being noticed. Here, we consider consensus, one of the essential problems in multi-agent systems. The objective in consensus is agreement on some state values within the collection of agents [8, 10].

Resilient algorithms for multi-agent systems have appeared in the literature and can be classified into two approaches. One is to achieve consensus among the non-faulty agents by detecting and isolating malicious agents in the network. In the works of [9, 12], techniques of observers for systems with unknown inputs are developed for a consensus problem. The paper [11] also deals with observer-based methods for fault detection when the agents have second-order dynamics. The other approach aims at consensus without finding which agents might be faulty by simply ignoring suspicious agents whether or not they are truly faulty. The work [1] is limited to the complete graph case. On the other hand, the series of papers [6, 14] introduces a novel notion of graph robustness to characterize the necessary structure in the underlying network. It is noted that these works study only the case where the agent dynamics is represented as a single integrator.

Here, we focus on resilient consensus of sampled-data double-integrator multi-agent systems in the presence of malicious agents. Consensus problems for second-order agent dynamics have been studied, for example, in [2, 10, 15]. Following the second approach mentioned above, we propose a new algorithm to tackle the problem. The difficulty of this problem is twofold: (i) The presence of malicious agents which might try to deviate the network not to reach consensus and (ii) more complicated dynamics due to the double-integrator agents, which requires agreement in both position and velocity values. In our strategy, the non-faulty normal agents are equipped with an algorithm to collect the neighbors’ (relative) positions, but to ignore a certain number of them. Specifically, they leave out those that take large and small values in their updates. In this way, these agents can avoid being affected by the suspicious ones in the course of arriving at consensus. We show that the notion of graph robustness from [6, 14] indeed plays an important role to guarantee sufficient connectivity among the agents.

The outline of this paper is as follows. In Section II, we present preliminary material and then formulate the resilient consensus problem for agents with second-order dynamics. In Section III, the proposed algorithm called DP-MSR is presented along with derivations necessary for further analysis. Section IV is devoted to introducing the concept of robust graphs. Section V is the main part of the paper, where a sufficient condition and a necessary condition are derived on the network topology to reach resilient consensus. In Section VI, we illustrate the effectiveness of the DP-MSR algorithm through a numerical example. Finally, Section VII concludes the paper.

II. PROBLEM FORMULATION

In this section, we first provide some notations related to graphs and then introduce the problem setting considered in the paper.

A. Graph Related Notions

Given a network of $n$ agents ($n > 1$), we use a directed graph (or a digraph) $G = (V, E)$ to model the interaction network among agents, where $V = \{1, \ldots, n\}$ denotes the node set and $E \subseteq V \times V$ stands for the edge set. The edge $(j, i) \in E$ indicates that node $i$ can receive information from
node $j$. For node $i$, the set of neighbors is given by $\mathcal{N}_i = \{j : (j, i) \in E\}$, and its degree is denoted by $d_i = |\mathcal{N}_i|$. Let $A = [a_{ij}]$ and $L = [l_{ij}]$ be the adjacency and Laplacian matrices of $\mathcal{G}$, respectively. The adjacency matrix is given by $a_{ij} \in \{0, 1\}$ if $(j, i) \in E$ and otherwise, $a_{ij} = 0$ with $\sum_{j=i,j \neq i} a_{ij} < 1$. Then, the entries of the Laplacian matrix are defined as $l_{ij} = \sum_{j=i,j \neq i} a_{ij}$ and $l_{ij} = -a_{ij}$, $i \neq j$. It is easily seen that the summation of the elements of each row in the Laplacian matrix is zero. Let $\mathcal{G}_0 = (\mathcal{V}, \mathcal{E}_0)$ be the undirected graph obtained from $\mathcal{G}$ by removing the direction of its edges.

A path between node $v_i$ and $v_p$ is a sequence of $(v_1, v_2, \ldots, v_p)$ in which $v_i$ and $v_{i+1}$ are neighbors. In the undirected graph $\mathcal{G}_0$, if there is a path between each pair of nodes the graph is said to be connected. The connectivity (or the vertex connectivity) $K(\mathcal{G}_0)$ of the graph $\mathcal{G}_0$ is the minimum number of vertices whose removal makes $\mathcal{G}_0$ disconnected. The graph is said to be $\kappa$-connected, if $K(\mathcal{G}_0) \geq \kappa$. The digraph $\mathcal{G}$ is $\kappa$-connected if its undirected version $\mathcal{G}_0$ is $\kappa$-connected. A directed graph is said to have a directed spanning tree if there is a node from which there is a path to every other node in the graph.

**B. Second-Order Consensus Protocol**

Consider the network represented by the directed graph $\mathcal{G}$. Each agent $i$ has a double-integrator dynamics given by

$$
\begin{align*}
\dot{r}_i(t) &= v_i(t), \\
\dot{v}_i(t) &= u_i(t), \\
&\quad i = 1, \ldots, n,
\end{align*}
$$

where $r_i(t) \in \mathbb{R}$ and $u_i(t) \in \mathbb{R}$ are the position and the velocity of the $i$th agent at time $t$, respectively, and $u_i(t)$ is the control input applied to the $i$th agent [10]. We study the discretized version of the system. After discretization with sampling period $T$ [5], the system (1) can be represented by

$$
\begin{align*}
\dot{r}_i[k] &= r_i[k] + Tv_i[k] + \frac{T^2}{2} u_i[k], \\
\dot{v}_i[k] &= v_i[k] + Tu_i[k], \\
&\quad i = 1, \ldots, n, 
\end{align*}
$$

where $r_i[k], v_i[k]$ and $u_i[k]$ are, respectively, the position, the velocity and the control of the $i$th agent at $t = kT$. Throughout the paper, we assume that at the initial time, the agents are at rest, i.e., $v_i[0] = 0$ for all $i$.

At each time step $k$, the agents update their positions and velocities based upon the time-varying topology of the graph $\mathcal{G}[k]$ at the time, which is a subgraph of $\mathcal{G}$, and is specified later. In particular, for each agent, the control law is based on the relative positions with its neighbors and the velocity of itself:

$$
u_i[k] = -\sum_{j=1}^{n} a_{ij}[k][(r_j[k] - \delta_i) - (r_j[k] - \delta_j)] - \alpha v_i[k],$$

where $a_{ij}[k]$ is the $(i, j)$ entry of the adjacency matrix $A[k] \in \mathbb{R}^{n \times n}$ corresponding to $\mathcal{G}[k]$, $\alpha$ is a positive scalar, and $\delta_i \in \mathbb{R}$ is a constant representing the desired position of agent $i$ in a formation. Let $\Delta_{ij} = \delta_i - \delta_j$. The objective of the networked agents is consensus in the sense that the agents come to formation and then to stop asymptotically:

$$r_i[k] - r_j[k] \rightarrow \Delta_{ij}, \quad v_i[k] \rightarrow 0 \text{ as } k \rightarrow \infty.$$ 

In [2], it is shown that under the control law (3), by properly choosing $\alpha, T$, and $\kappa$, consensus can be obtained. $\kappa$ has to be chosen such that for any nonnegative integer $k_0$, the union of $\mathcal{G}[k]$ across $k \in [k_0, k_0 + \kappa]$ has a directed spanning tree.

In the real world, however, when some agents are attacked, fail, or are affected by external disturbances, they may not follow the predetermined updating rules (2) and (3). In the next subsections, we introduce necessary definitions and then formulate the resilient consensus problem in the presence of malicious agents.

Finally, we represent the network system in a vector form. Let $\hat{r}_i[k] = [r_1[k], \ldots, r_n[k]]^T$, and $\hat{v}_i[k] = [v_1[k], \ldots, v_n[k]]^T$. Then, the system in (2) is written as

$$
\begin{align*}
\hat{r}[k+1] &= \hat{r}[k] + T\hat{v}[k] + \frac{T^2}{2} u[k] \\
\hat{v}[k+1] &= \hat{v}[k] + Tu[k],
\end{align*}
$$

and the control law (3) is written as

$$u[k] = -L_k \hat{r}[k] - \alpha \hat{v}[k],$$

where $L_k$ is the Laplacian matrix for the graph $\mathcal{G}[k]$.

**C. Resilient Consensus**

We classify the agents as normal and malicious based on the following definition [6].

**Definition 1 (Normal/Malicious node):** Node $i$ is called normal if it applies a predetermined updating rule. Otherwise it is called malicious, i.e., if it does not apply the given updating rule and updates its state arbitrarily. The set of indices of malicious nodes is denoted by $\mathcal{M} \subset \mathcal{V}$.

Having malicious nodes in the network is a threat to achieve the objective of consensus because they might be able to separate the normal agents into more than two groups. We analyze the possible effects of those misbehaving agents and design algorithms that can avoid such effects of misbehaving agents.

We assume that an upper bound is available for the number of misbehaving agents in the network [6].

**Definition 2 (f-local model):** The graph $\mathcal{G}$ is $f$-local if for each normal agent $i$, the number of malicious nodes in its neighbor set $\mathcal{N}_i$ is at most $f$, that is, $|\mathcal{N}_i \cap \mathcal{M}| \leq f$, $\forall i \in \mathcal{V} \setminus \mathcal{M}$.

Note that under this model, there may be in total more than $f$ malicious nodes in the network.

We now introduce the notion of consensus for the network of second-order agents in the presence of misbehaving agents. To this end, based on definition in [6], we introduce the notion of resilient consensus for the model.

**Definition 3 (Resilient consensus):** Under the $f$-local model, the normal nodes are said to achieve resilient consensus if both of the following conditions are satisfied for any initial position values and zero initial velocities.
1) Agreement condition: There exists \( c \in \mathbb{R} \) such that
\[
\lim_{k \to \infty} \hat{r}_i[k] = c, \quad \lim_{k \to \infty} v_i[k] = 0, \quad \forall i \in V \setminus \mathcal{M},
\]
where \( m \) and \( M \) are, respectively, the minimum and the maximum of the initial values for the positions \( r_i[0], \forall i \in V \setminus \mathcal{M} \) of the agents.

2) Safety condition:
\[
\hat{r}_i[k] \in [m, M], \quad \forall i \in V \setminus \mathcal{M}, \quad \forall k \in \mathbb{Z}_+,
\]
where \( m \) and \( M \) are, respectively, the minimum and the maximum of the initial values for the positions \( r_i[0], \forall i \in V \setminus \mathcal{M} \) of the agents.

In other words, the normal agents reach consensus if finally they stop in formation specified by \( \delta_i \), and moreover, lie within the interval given by initial positions.

### III. ALGORITHM FOR RESILIENT CONSENSUS

In this section, we outline the proposed algorithm for achieving consensus in the presence of misbehaving agents. Normal agents following the control law (3) above from [2] can be easily manipulated by malicious agents that do not use the same law. To facilitate the control law (3) to be resilient, we establish a new algorithm to be applied to normal agents.

#### A. DP-MSR Algorithm

The proposed algorithm is called DP-MSR, which stands for Double-Integrator Position-Based Mean Subsequence Reduced Algorithm. The algorithm has three steps as follows:

1) At each time step \( k \), each normal node \( i \) receives the position values of its neighbors, and sorts them from the largest to the smallest.

2) If there are less than \( f \) agents which have position values strictly larger than \( r_i[k] \), then the normal node \( i \) ignores the incoming edges from those nodes. Otherwise, it ignores the incoming edges from \( f \) agents which have the largest position values. Similarly, if there are less than \( f \) agents which have position values strictly smaller than \( r_i[k] \), then node \( i \) ignores all incoming edges from these nodes. Otherwise, it ignores the incoming edges from the nodes which have the smallest position values.

3) Apply the control input (3) by substituting \( a_{ij}[k] = 0 \) for edges \( j, i \) which are ignored in step 2.

This algorithm was inspired from W-MSR in [6,14], which is applied for the single-integrator case.

In the algorithm above, each normal node may ignore up to \( 2f \) incoming edges: At most \( f \) edges from neighbors whose positions are large, and \( f \) edges from neighbors whose positions are small. The underlying graph \( \mathcal{G}[k] \) is determined by the edges that are not ignored by the agents at each time \( k \). The adjacency matrix \( A_k \) and the Laplacian matrix \( L_k \) are determined accordingly.

#### B. Discretized Second-Order Dynamics

According to the model of malicious nodes considered, the difference between normal agents and malicious agents lies in their control inputs: For normal agents, it is given by (3) while for the malicious agents, it is arbitrary. On the other hand, the position and velocity dynamics for all nodes remain the same.

In what follows, we introduce a more detailed mathematical model for the system with such malicious nodes. For ease of notation, we reorder the indices of the agents. Since the number of malicious agents is \( |M| \), let the normal agents take indices \( 1, \ldots, n-|M| \) and let the malicious agents be \( n-|M|+1, \ldots, n \). The position, velocity, and control vectors are now partitioned into the normal and malicious parts as
\[
\hat{r}[k] = \begin{bmatrix} \hat{r}^N[k] \\ \hat{r}^M[k] \end{bmatrix}, \quad v[k] = \begin{bmatrix} v^N[k] \\ v^M[k] \end{bmatrix}, \quad u[k] = \begin{bmatrix} u^N[k] \\ u^M[k] \end{bmatrix},
\]
where the superscript \( N \) stands for normal and \( M \) for malicious.

According to the control law (3) and the malicious agent model, the control inputs \( u^N[k] \) and \( u^M[k] \) can be written as
\[
u^N[k] = -L_k^N \hat{r}[k] - \alpha \begin{bmatrix} I \\ 0 \end{bmatrix} v[k], \quad u^M[k] : \text{arbitrary},
\]
where \( L_k^N \) is a matrix formed by the rows of the Laplacian \( L_k \) associated with normal agents, and it has the size of \((n - |M|) \times n\). Note that, as in the case of the Laplacian matrix \( L_k \), the row sums of this matrix \( L_k^N \) are zero.

By substituting these control inputs into (4), and by using the vectors in (6), the overall system can be written as follows:
\[
\begin{align*}
\hat{r}[k+1] &= \begin{bmatrix} I_n - \frac{T^2}{2} \begin{bmatrix} L_k^N & 0 \\ 0 & 0 \end{bmatrix} T I_n - \frac{\alpha T^2}{2} \begin{bmatrix} I_{n-|M|} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} \end{bmatrix} \\ -T \begin{bmatrix} L_k & 0 \\ 0 & 0 \end{bmatrix} \end{bmatrix} \begin{bmatrix} I_n & \mathbf{0} \\ \mathbf{0} & I_{n-|M|} \end{bmatrix} \hat{r}[k] \\
&\quad + \begin{bmatrix} 0 \\ T^2 I_{|M|} \end{bmatrix} u^M[k] \\
&\quad + \begin{bmatrix} T^2 I_{|M|} \\ 0 \end{bmatrix} u^M[k-1]
\end{align*}
\]
where the partitioning in the submatrices (such as \( (L_k^N)^T \)) is in accordance with the vectors in (6).

For the sampling period \( T \) and the parameter \( \alpha \), we assume
\[
T \leq 1, \quad 1 + \frac{T^2}{2} \leq \alpha T \leq 2 - \frac{T^2}{2}.
\]

Based on this assumption, we obtain the following lemma, which plays a key role in the analyses later.

**Lemma 1:** Under the control inputs (7), the position vector \( \hat{r} \) of the agents can be expressed as
\[
\hat{r}[k+1] = \begin{cases} 
\left( I_n - \frac{T^2}{2} \begin{bmatrix} L_k & 0 \\ 0 & 0 \end{bmatrix} \right) \hat{r}[0] + \begin{bmatrix} 0 \\ T^2 I_{|M|} \end{bmatrix} u^M[0], \text{ if } k = 0, \\
\Phi_{1k} \Phi_{2k} \left[ \begin{bmatrix} \hat{r}[k] \\ \hat{r}[k-1] \end{bmatrix} \right] + \begin{bmatrix} 0 \\ T^2 I_{|M|} \end{bmatrix} u^M[k] + \begin{bmatrix} 0 \\ T^2 I_{|M|} \end{bmatrix} u^M[k-1], \text{ otherwise},
\end{cases}
\]
where
\[
\Phi_{1k} = 2I_n - \alpha T \begin{bmatrix} I_{n-|M|} & 0 & 0 \\ 0 & T^2 & L^N_k \\ 0 & 0 & 0 \end{bmatrix},
\]
\[
\Phi_{2k} = -I_n + \alpha T \begin{bmatrix} I_{n-|M|} & 0 & 0 \\ 0 & T^2 & L^N_{k-1} \\ 0 & 0 & 0 \end{bmatrix}.
\]

Moreover, the summation of each row in the matrix
\[
\begin{bmatrix} I_{n-|M|} & 0 & 0 \\ 0 & T^2 & L^N_0 \\ 0 & 0 & 0 \end{bmatrix} - \frac{T^2}{2} I_n
\]
and that of each row in the first \(n-|M|\) rows of \(\Phi_{1k} - \Phi_{2k}\) are one, and all entries of these matrices are nonnegative.

This lemma can be proved relatively easily by some algebraic manipulations. Since the controls \(u^M[k]\), or \(u^M[k-1]\) do not directly enter, the following remark is an immediate conclusion of the lemma above.

**Remark 1**: The position vector \(\hat{r}^N[1]\) of the normal agents at time \(k = 1\) is a convex combination of the initial positions \(\hat{r}[0]\). Furthermore, for \(k \geq 1\), the position vector \(\hat{r}^N[k+1]\) is making update based on a convex combination of the current position \(\hat{r}[k]\) and that from the previous time step \(\hat{r}[k-1]\), if \(\alpha, T\) fulfill the conditions (9).

**IV. Robust Graphs**

In this section, we demonstrate that looking at local malicious model from the viewpoint of the traditional concept of graph connectivity is not sufficient. Then, the notion of robust graphs will be formally introduced.

**Proposition 1**: Under the \(f\)-local model, there exists a network with connectivity \(\kappa = \lfloor n/2 \rfloor + f - 1\) such that the normal agents using the DP-MSR algorithm with parameter \(2f\) cannot achieve resilient consensus.

The proof of this proposition is left out owing to page limitations.

Based on the implication of this proposition, we need a new connectivity measure to deal with the problem of resilient consensus. We use the notion of robust graphs, which was first proposed in [6] to analyze resilient consensus of single-integrator multi-agent systems.

**Definition 4** (\(r\)-Reachable set): In a digraph \(G\), a nonempty subset \(S\) of nodes is \(r\)-reachable if there exists a node \(i\) which has at least \(r\) neighbors outside \(S\). In other words, \(S\) is \(r\)-reachable if \(\exists i \in \bar{S} : |N_i \setminus S| \geq r\).

**Definition 5** (\(r\)-Robust graph): A digraph \(G\) is \(r\)-robust if for every pair \(A\) and \(B\) of nonempty disjoint subsets of nodes, at least one of the subsets is \(r\)-reachable. In other words, \(\forall A, B \subseteq V : A \cap B = \emptyset \Rightarrow A\) and/or \(B\) is \(r\)-reachable.

The concept of \(r\)-robust graph seems to be complicated at first glance. The following lemma helps to have a better intuition about such graphs [6].

**Lemma 2**: Suppose \(G = (V, E)\) is an \(r\)-robust network. Then it has the following properties:

(i) \(r \leq \lfloor n/2 \rfloor\). Also, if \(G\) is a complete graph, then it is \(r'\)-robust for all \(0 < r' \leq \lfloor n/2 \rfloor\).

(ii) \(G\) is at least \(r\)-connected.

(iii) Any subgraph \(G' = (V', E')\) of \(G\) where at most \(k\) incoming edges to each node has been removed is \((r-k)\)-robust.

(iv) \(G\) has a directed spanning tree.

(v) The graph \(G' = (V \cup \{v_0\}, E \cup E_0)\), where \(v_0\) is a vertex added to \(G\) and \(E_0\) is the edge set related to \(v_0\), is \(r\)-robust if \(d_{v_0} \geq r\).

We observe that by (ii) of the lemma, robustness is a stronger concept than the traditional connectivity metric.

**V. Resilient Consensus by DP-MSR**

In this section, a sufficient condition and a necessary condition for resilient consensus in the second-order multi-agent system are studied.

We now state the main result, which is a sufficient condition for resilient consensus by DP-MSR.

**Theorem 1**: Under the \(f\)-local model, if the network is \((2f+1)\)-robust, then the normal agents using the DP-MSR algorithm with parameter \(2f\) achieve resilient consensus.

**Proof**: First we show that the safety condition is satisfied, i.e., each normal agent keeps its position value within the interval \([m, M]\), where \(m\) and \(M\) are the minimum and the maximum of the initial position values of the normal agents. According to Lemma 1 and Remark 1, at time \(k = 1\), the position values of normal agents is a convex combination of the initial position values. Hence, the position values do not exceed the interval \([m, M]\). We separate two cases: All malicious agents have initial position value outside the interval \([m, M]\) or some of them are outside this interval. In both cases, in step 2 of DP-MSR, all malicious agents that are outside \([m, M]\) are ignored. As a result, the position values of the normal agents at time \(k = 1\) are within the interval \([m, M]\). For time \(k \geq 2\), we can follow a similar argument and arrive at the conclusion that the positions of the normal nodes remain within the interval \([m, M]\).

Next, we show agreement among the positions. We introduce two functions as follows:

\[
\tau[k] = \max \{\hat{r}^N[k], \hat{r}^N[k-1]\},
\]
\[
\xi[k] = \min \{\hat{r}^N[k], \hat{r}^N[k-1]\},
\]
where the maximum and the minimum are taken with respect to all entries of the vectors. We claim that \(\tau[k]\) is a nonincreasing function. Again by Lemma 1 and Remark 1, we have

\[
\tau[k] = \max \{\hat{r}^N[k], \hat{r}^N[k-1]\} \leq \max \{\hat{r}^N[k-1], \hat{r}^N[k-2]\} = \tau[k-1].
\]

Similarly, we can show that the function \(\xi[k]\) is nondecreasing.

Since the functions \(\tau[k]\) and \(\xi[k]\) are monotone and bounded by \(m\) and \(M\), respectively, they have limits. Denote the limits of \(\tau[k]\) and \(\xi[k]\) by \(A_T\) and \(A_M\), respectively. We claim that the limits coincide as \(A_M = A_m\), i.e., the positions of the normal agents come to consensus. The proof is by contradiction. Assume that \(A_M > A_m\). Given a sequence \(\{\epsilon_i\}\) of positive numbers, let

\[
\chi_M(k, \epsilon_i) = \{i \in V \setminus M : r_i[k] > A_M - \epsilon_i\},
\]
\[
\chi_m(k, \epsilon_i) = \{i \in V \setminus M : r_i[k] < A_m + \epsilon_i\}.
\]
We show that there exists such a sequence that makes one of these sets to be empty in a finite number of steps, which is a contradiction to the definition of the limits $A_M$ and $A_m$.

First, take $\epsilon_0 > 0$ and $0 < \epsilon < \epsilon_0$ such that

$$A_M - \epsilon_0 > A_m + \epsilon_0,$$

$$\exists k_t : \forall k \geq k_t, \tau[k] < A_M + \epsilon, \ r[k] > A_m - \epsilon$$

(by definition of convergence, such an $\epsilon$ exists). Because the graph is $(2f + 1)$-robust, between the two disjoint sets $X_M(k_t, \epsilon_0)$ and $X_m(k_t, \epsilon_0)$, one of them is $(2f + 1)$-reachable. Suppose that $X_M(k_t, \epsilon_0)$ is $(2f + 1)$-reachable. Then, there is a node $i$ which has $2f + 1$ neighbors outside $X_M(k_t, \epsilon_0)$. Since there are at most $f$ malicious neighbors for this normal node, there are at least $f + 1$ normal neighbors outside of the set $X_M(k_t, \epsilon_0)$. By DP-MSR, one of the normal neighbors has to be used for updating. By definition, an upper bound on the position of this normal neighbor is $A_M - \epsilon_0$. From Remark 1, every normal agent updates by a convex combination of position values of current and previous time steps. Let $\beta$ be the minimum element of all possible cases of $\Phi_k, \Phi_{2k}$ (for all $k$). By the assumptions on $\alpha$ and $T$ in (9), we have $\beta \in (0, 1)$. Then, for node $i$, it holds that

$$r_i^N[k + 1] \leq (1 - \beta)\tau_i[k] + \beta(A_M - \epsilon_0) \leq (1 - \beta)(A_m + \epsilon) + \beta(A_M - \epsilon_0) \leq A_M - \beta \epsilon_0 + (1 - \beta)\epsilon. \quad (10)$$

By choosing a sufficiently small $\epsilon$, $\beta \epsilon_0 - (1 - \beta)\epsilon$ is positive. Let $\epsilon_1 = \beta \epsilon_0 - (1 - \beta)\epsilon$. We can conclude that if $X_M(k_t, \epsilon_0)$ is $(2f + 1)$-reachable, then there exists a normal node $i$ which goes outside of this set at the next update, which is given by $X_M(k_t + 1, \epsilon_1)$.

Further, we prove that there is no node that goes inside the set $X_M(k_t + 1, \epsilon_1)$ from the outside of $X_M(k_t, \epsilon_0)$. Suppose that node $j$ has position value $r_j^N[k] \leq A_M - \epsilon_0$. Then, the position of node $j$ at the next time can be bounded as

$$r_j^N[k + 1] \leq (1 - \beta)\tau_j[k] + \beta(A_M - \epsilon_0)$$

By following steps similar to those in (10), the maximum possible value for $r_j^N[k + 1]$ is bounded by $A_M - \beta \epsilon_0 + (1 - \beta)\epsilon$; this is the same as the bound on $r_i^N$. Hence, the cardinality of the set $X_M(k_t + 1, \epsilon_1)$ is smaller than that of $X_M(k_t, \epsilon_0)$, that is $|X_M(k_t + 1, \epsilon_1)| \leq |X_M(k_t, \epsilon_0)|$. Likewise, we can establish that if $X_m(k_t, \epsilon_0)$ is $(2f + 1)$-reachable, then $|X_m(k_t + 1, \epsilon_1)| \leq |X_m(k_t, \epsilon_0)|$.

The two sets $X_M(k_t + 1, \epsilon_1)$ and $X_m(k_t + 1, \epsilon_1)$ are disjoint. Consequently, analogus steps can be done repeatedly for $k_t + j, j \geq 2$ and conclude that either $|X_M(k_t + j, \epsilon_1)| \leq |X_M(k_t + j - 1, \epsilon_1)|$ and/or $|X_m(k_t + j, \epsilon_1)| \leq |X_m(k_t + j - 1, \epsilon_1)|$, where $\epsilon_1 = \beta \epsilon_0 - (1 - \beta)\epsilon$.

Since the number of normal agents is finite, in some finite time $\tau$, one of the sets $X_M(k_t + \tau, \epsilon_\tau)$ or $X_m(k_t + \tau, \epsilon_\tau)$ becomes empty. Note that $\tau$ is smaller than the number of normal agents in the network, denoted by $S$. To guarantee $\epsilon_\tau > 0$, it is sufficient that $\epsilon$ is chosen from the interval $(0, \beta S \epsilon_0/(1 - \beta^S))$ because

$$0 < \beta S \epsilon_0 - (1 - \beta^S)\epsilon \leq \beta^\tau \epsilon_0 - (1 - \beta^\tau)\epsilon$$

$$= \beta^\tau \epsilon_0 - (1 - \beta^\tau)(1 + \beta + \cdots + \beta^{T-1})\epsilon$$

$$= \beta^{\tau-1} - (1 - \beta)\epsilon = \epsilon_\tau.$$

Therefore, we arrive at contradiction and thus it must hold that $A_M = A_m$.

Finally, we show that all normal agents stop in the limit. If there is agreement among positions of normal agents $i \in V \setminus M$, using (3), we can write $u_i^N[k] = -\alpha v_i^N[k]$ as $k \to \infty$. By substitution of this into (2), we have

$$r_i^N[k + 1] = r_i^N[k] + \left(1 - \frac{\alpha T}{2}\right)v_i^N[k]$$

as $k \to \infty$. By the choice of $\alpha$ and $T$ in (9), it follows that $v_i^N[k] \to 0$ as $k \to \infty$. \hfill \Box

For the case without malicious agents, it is shown in [2] that consensus can be obtained under the control law (3) if the union of $G[k]$ across $k \in [k_0, k_0 + \kappa]$ has a directed spanning tree for some $\kappa$ and any nonnegative integer $k_0$, and by choosing $\alpha T = 3/2$. After applying DP-MSR algorithm, each agent removes $k$ incoming edges at each time. From Lemma 2 (iii) and (iv), $G[k]$ is $1$-robust. Hence, for all $k$, the graph $G[k]$ has a directed spanning tree. We can thus conclude that Theorem 1 is consistent with the result of [2].

The following theorem states the necessary condition, which is stated without proof due to space limitation.

**Theorem 2:** Under the $f$-local model, if the normal agents using DP-MSR algorithm with parameter $2f$ achieve resilient consensus, then the network is $(f + 1)$-robust.

The following proposition exhibits that the sufficient condition in Theorem 1 can not be relaxed.

**Proposition 2:** There exists a $2f$-robust network under which normal agents cannot achieve resilient consensus by the DP-MSR algorithm.

VI. **NUMERICAL EXAMPLE**

In this section, we show through a numerical example that the proposed resilient consensus algorithm is effective.

We consider a complete digraph with five agents. Based on Lemma 2 (i), we can show that this graph is $3$-robust. Note that with five agents, the complete graph is the only case to have this robustness property. In this network, agent 1 is set to be malicious ($f = 1$). The initial values for the agents are assigned as below:

$$\hat{r}[0] = [5 \ 2 \ 10 \ 70 \ 4]^T, \ v[0] = [0 \ 0 \ 0 \ 0 \ 0]^T.$$

In these examples, the sampling period is set as $T = 0.3$, and the parameter $\alpha$ as $\alpha = 1.5/0.3 = 5$.

We made simulations for three cases. In all cases, agent 1 behaves differently, following the trajectory of $\hat{r}_1[k] = 2k$, $k \geq 0$. The first case is with the conventional control. In the results of Fig. 1, observe that the normal agents come together, but then start to follow agent 1. This shows that
the normal agents do not come to stop and moreover go outside of the region specified by the safety condition. Note that agent 1 is playing the role of a leader, and the normal agents are tracking it.

In the second simulation, we applied the proposed control law to the same setup. In Fig. 2, we see that the normal agents are not affected by the malicious one and achieve resilient consensus. The normal agents reach the final position around 23.5. In fact, the trajectories look similar to the case without any misbehaving agent. Thus, we confirm that as Theorem 1 suggests, 3-robust graph is sufficient for the DP-MSR algorithm.

Finally, as the third case, we modified the network structure by removing an edge from the complete graph and ran the proposed algorithm in the presence of the same malicious behavior of agent 1. The graph is in fact no longer 3-robust. As a consequence, in Fig. 3, we confirm that consensus in the agent positions is not attained and there is a certain gap remaining among them at 20.3 and 8.89 though the velocities go to zero.

VII. CONCLUSION

In this paper, we have considered the problem of resilient consensus for second-order multi-agent systems. We proposed an algorithm for the normal agents to reach consensus which ignores the furthest and nearest agents and applies consensus based on information received from the remaining agents. A necessary condition and a sufficient condition to reach consensus based on this algorithm have been developed. There are two limitations in the consensus protocol studied here. One is that each agent has to start from zero velocity. The other is that the necessary condition and sufficient condition presented in the paper are different. In future works, we will address these issues.
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