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Abstract—Ferroelectric (e.g., PZT), ferromagnetic (e.g., Terfenol-D) and ferroelastic (e.g., shape memory alloy (SMA)) materials offer unique design and control capabilities for a range of present and emerging control applications. However, all of these materials exhibit creep, rate-dependent hysteresis, and constitutive nonlinearities that must be incorporated in model-based control designs to achieve stringent tracking requirements. In this paper, we employ a recently-developed extension of the homogenized energy model (HEM) to characterize rate-dependent hysteresis behavior and construct an approximate model inverse for sliding mode control design. We illustrate this in the context of an actuator employing the ferroelectric material PZT but note that the general framework is also applicable to magnetic and shape memory alloy transducers. Through numerical examples, we illustrate the effectiveness of the HEM inverse-based sliding mode design for tracking a reference trajectory in the presence of modeling and inversion errors.

I. INTRODUCTION

Transductive materials are increasingly considered as actuators, sensors, and structural units in emerging applications. For example, the ferroelectric material lead zirconate titanate (PZT) is being considered for, or is already employed in, applications including high speed camera shutters, energy harvesting devices, nanotechnology and micro-air vehicles, and pressure, force and vibration sensors. Magnetostrictive transducers employing Terfenol-D or galfenol are employed in high speed milling machines and sonar transducers. Shape memory alloys (SMA) are presently considered for applications ranging from chevron design to reduce aeroacoustic jet noise to robotic catheters employed for laser ablation to correct atrial fibrillation. Whereas these materials provide highly unique design and control possibilities, they also exhibit creep, rate-dependent hysteresis, and constitutive nonlinearities that must be accommodated in models and model-based control designs to achieve stringent tracking requirements.

A common approach is to apply inverse compensation methods to approximately cancel the hysteretic nonlinearities, resulting in an approximately linear system [8], [15]. Methods based on sliding mode control are also frequently employed [4], [11], [16], [18] (and not necessarily disjoint from inverse compensation methods), as they provide a means of accommodating the inherent to hysteresis models.

In this work, we employ a control strategy incorporating both inverse compensation and sliding mode control. The methods are based on a recent extension to the homogenized energy model [14] for ferroelectric materials. Our approach is similar to that of [15] which focuses on tracking control using shape memory alloys, although we use a physics-oriented model and do not require an observer design for the measurement of our system state. Whereas there are similarities with the approach presented in [7], that proposed here differs in three fundamental ways: it is based on a significantly more comprehensive material model, the inverse algorithm differs, and our design is based on classical sliding model control.

The paper is organized as follows. In Section II, we summarize the homogenized energy model that quantifies the strain response to an input electric field and stress, as well as the actuator model incorporating the material physics and the hysteresis inversion algorithm employed to linearize the resulting system. In Section III, we derive the sliding mode control law used for tracking a reference trajectory on the actuator system model. In Section IV, we describe the setup for the numerical simulation used to test the control, discusses implementation, and presents the simulation results. Finally in Section V, we discuss the results and point to directions for future research.

II. MODEL DEVELOPMENT

There are a number of models for hysteretic behavior in ferroelectric materials that are suitable for control design, each having various strengths and weaknesses. Phenomenological models, which are primarily concerned with accurately emulating the hysteretic response of a physical quantity to some physical input without quantifying the underlying physics responsible for the behavior, are particularly popular for this purpose. For example, the Preisach model describes a hysteretic curve by defining a family of elemental hysterons, each with different switching properties with respect to the input, and integrating them against a density function to compute the output. Another popular example is the Prandl-Ishlinskii model, which has the key feature that an analytic inverse operator is known for certain operating conditions [2], [9], [10], thus avoiding the need for iterative techniques when compensating for hysteresis in these regimes. The lack of a physical basis for these types of models frees them from the additional constraints that more physically-oriented models may add, which accounts...
for their computational efficiency and suitability for implementation in real-time control applications. However this non-physical character obscures insight to the mechanisms responsible for the real-life behavior of the systems under consideration and may complicate incorporation of additional physical effects such as creep due to thermal relaxation, identification of model parameters, and rate-dependent hysteresis effects [13].

The homogenized energy model (HEM) quantifies the hysteretic behavior in materials using a similar computational approach to the Preisach model, but uses a multiscale perspective to incorporate underlying physics. Hysteron describing the physical behavior at the domain level are derived through energy minimization principles. The physical behavior at a macroscopic scale is considered as an aggregate of these smaller-scale relations and is calculated by integrating the elementary hysterons against a density. The result is a model with a computational structure and level of efficiency similar to the Preisach model, but with a clear physical interpretation for the mechanisms involved. Among other advantages, this makes the incorporation of additional physical effects (like creep due to thermal relaxation and rate-dependent hysteresis) more natural.

We will use the homogenized energy model to derive the relation between the strain of a piezoelectric actuator and an input electric field. A simple approximate inversion algorithm will then be applied to linearize the resulting composite system. This provides the basis for our control design in the next section.

### A. Material Polarization and Strain

Earlier work on the homogenized energy model for ferroelectric materials characterized the polarization response of a material to an applied electric field due to dipoles switching between domains oriented 180° with respect to each other (i.e., dipoles switching from a positive-orientation to a negative-orientation and vice-versa). This material model was then incorporated into constitutive models describing the strain dynamics of piezoelectric actuators use in applications.

Recent work [6], [14] incorporates the effects of 90° switching to model both polarization and strain responses to applied electric fields and stresses. The consideration of 90° switching in the model is important for accurately modeling strain, since 90° switching is one of the primary strain-producing mechanisms in ferroelectric materials. We will use the 90° switching polarization and strain model as the basis for our model-based control design, although we will not need to use the polarization. In the following sections, we outline the equations which constitute the model. Derivation of the model is presented in [14].

#### 1) Mesoscopic Scale Relations:

At the lattice level, dipoles are assumed to be restricted to three orientations: positively-oriented, negatively-oriented and 90° oriented (respectively, +, −, and 90 in our notation). To quantify the switching, we define three variables, \( x_+ \), \( x_- \), and \( x_{90} \), which represent the fraction of dipoles of a given orientation in the reference volume being considered. For instance, \( x_+ = 0.1 \) signifies that 10% of the dipoles are oriented positively. These variables are termed the phase fractions. Assuming there are no instantaneous transitions directly between positively-oriented and negatively-oriented dipoles, the evolution equations for the phase fractions are

\[
\begin{align*}
\dot{x}_+ &= - (p_{90,+} + p_{+,90}) x_+ - p_{90,+} x_- + p_{90,+}
\dot{x}_- &= -p_{90,-} x_+ - (p_{90,-} + p_-,-90) x_- + p_{90,-}
\end{align*}
\]

where the \( p_{\alpha,\beta} \) coefficients are the transition rates from an \( \alpha \)-oriented dipole to a \( \beta \)-oriented dipole. The transition rates are defined as

\[
p_{\alpha,\beta}(E; F_c) = \frac{1}{\tau_{\alpha,\beta}} \exp \left(-\gamma \Delta G_{\alpha,\beta}^a(E, \sigma; F_c) \right)
\]

where \( \tau_{\alpha,\beta} \) is the relaxation time of the material at the corresponding dipole orientation, \( E \) is the applied electric field, \( \sigma \) is the applied stress, \( F_c \) is the thermodynamic driving force, and \( \gamma = V/kT \) with \( V \) the reference volume of the lattice, \( T \) the temperature, and \( k \) Boltzmann’s constant. The \( \Delta G_{\alpha,\beta}^a \) term in these equations is termed the activation energy and is defined as

\[
\Delta G_{\alpha,\beta}^a(E, \sigma; F_c) \begin{cases} (1 - F_{\alpha,\beta}(E, \sigma)/F_c)^2 F_c/4, & F_{\alpha,\beta}(E, \sigma) \leq |F_c| \\ F_c, & F_{\alpha,\beta}(E, \sigma) < -F_c \\ 0, & F_{\alpha,\beta}(E, \sigma) > F_c. \end{cases}
\]

The \( F_{\alpha,\beta}(E, \sigma) \) term is a polynomial representing the thermodynamic force required to switch from an \( \alpha \) orientation to a \( \beta \) orientation, which is defined as

\[
F_{\alpha,\beta}(E, \sigma) = - (d_{\alpha} - d_{\beta}) E \sigma - (P_{\alpha}^R - P_{\beta}^R) E - (\varepsilon_{\alpha}^R - \varepsilon_{\beta}^R) E
\]

where \( d_{\alpha} \) is the piezoelectric constant, \( P_{\alpha}^R \) is the remanence polarization, and \( \varepsilon_{\alpha}^R \) is the remanence strain for the \( \alpha \)-oriented dipoles (and likewise for the \( \beta \) superscript). These are material-dependent constants. While it is not our goal here to discuss the derivation of these relations, to highlight the physical nature of these equations, we mention that \( F_{\alpha,\beta} \) derives from subtracting the minimum of the Gibbs energy density of the \( \beta \) orientation from that of the \( \alpha \) orientation. The equations above are derived while considering thermal relaxation, so that creep effects are modeled as well.

The equations up to this point describe only the dynamics of the phase fractions. Polarization and strain relations are specified at this domain level by using the values of the phase fractions as well as the applied electric field and applied stress to yield

\[
\begin{align*}
\bar{d}(E, \sigma; F_c) &= \sum_{\alpha = +,-,90} d_{\alpha} x_{\alpha}(E; F_c)
\varepsilon_{irr}(E, \sigma; F_c) &= \sum_{\alpha = +,-,90} \varepsilon_{\alpha}^R x_{\alpha}(E; F_c)
\end{align*}
\]
where $\bar{d}$ is the piezoelectric constant and $\varepsilon_{irr}$ is the irreversible strain at the lattice level. These values are computed by considering the effects due to the different dipole orientations as material-dependent constants ($d_a$ and $\varepsilon_{irr}^a$) and performing a weighted sum to determine the relative contribution of each orientation to the entire value. After these values are calculated, the strain at the lattice level is given by

$$\varepsilon(E, \sigma) = s^E \sigma + \bar{d}(E, \sigma)E + \varepsilon_{irr}(E, \sigma),$$

where $s^E$ is the elastic compliance at constant electric field. This final calculation incorporates the linear ($s^E \sigma$), locally quadratic ($\bar{d}(E, \sigma)E$), and irreversible contributions to the total output.

2) Macroscopic Material Relations: The domain or lattice relations are adequate for modeling the behavior single-crystal of certain compounds in the absence of interaction fields. To characterize effects due to polycrystallinity, variable interaction fields, and material nonhomogeneities, the interaction field, $E_I$, and the thermodynamic driving force, $F_c$, are considered as manifestations of an underlying density. The expressions describing the lattice level behavior become a kernel representing the behavior over the range of values over which the density is defined, with the density assigning a weight to the contributions of these values. The kernel is integrated against this density to aggregate these contributions and obtain the macroscopic behavior using the equation

$$\varepsilon(E, \sigma) = s^E \sigma + d(E, \sigma)E + \varepsilon_{irr}(E, \sigma),$$

where

$$d(E, \sigma) = \int_0^\infty \int_{-\infty}^\infty \bar{d}(E + E_I; F_c)\nu_1(E_I)\nu_\nu(E_c)\,dE_I\,dE_c,$$

$$\varepsilon_{irr}(E, \sigma) = \int_0^\infty \int_{-\infty}^\infty \varepsilon_{irr}(E + E_I; F_c)\nu_1(E_I)\nu_\nu(E_c)\,dE_I\,dE_c.$$

There are a number of possible choices for densities, but we choose a representation that balances accuracy, satisfaction of certain physically motivated constraints, and ease of computation. We use a weighted sum of lognormal densities for $F_c$ and of normal densities for $E_I$.

Evaluation of the model uses standard numerical methods. Numerical quadratures are used to approximate the integrals, with the integration limits set to a finite value large enough to ensure sufficient accuracy. Numerical ODE solvers are used to compute the evolution of the phase fractions over the sample points determined from the quadrature rules. Efficient algorithms for computing the evolution of the phase fractions for the 180° switching model are discussed in [3], which are equally applicable to the 90° model used in this work. A full discussion of the model implementation is available in [6].

B. Lumped Parameter Actuator Model

A lumped parameter model of strain in a PZT actuator is derived in [14] by treating the actuator as a damped spring system and balancing forces. The input stress applied to the material is assumed constant, making the dynamics dependent on a single scalar input variable. The resulting model is

$$\dot{\varepsilon} = -\frac{A + s^E Lk}{s^E Lc} \varepsilon + \frac{A}{s^E Lc} \left(s^E \sigma_0 + d(E, \sigma_0) + \varepsilon_{irr}(E, \sigma_0)\right),$$

where $a = -(A + s^E Lk)/(s^E Lc)$, $b = A/(s^E Lc)$ are physical constants depending on the material and the geometry of the actuator, and $\varepsilon_{mat}(E) = s^E \sigma_0 + d(E, \sigma_0) + \varepsilon_{irr}(E, \sigma_0)$ is the strain in the rod material in response to a constant prestress, $\sigma_0$, and a time-varying input field, $E$. The validity of this model relies on the assumption that $-\sigma_0 >> L\varepsilon k/A + L\varepsilon c/A$ (note $\sigma_0 \leq 0$ so $-\sigma_0 \geq 0$).

C. Hysteresis Inversion Algorithm

The model in (2) is nearly linear in the state with nonlinear coupling of the input, $E$. By treating $\varepsilon_{mat}$ as the input to the system, techniques from linear control become applicable, as long as we have a method of determining a value of $E$ that produces a desired $\varepsilon_{mat}$. This motivates the use of approximate hysteresis inversion methods. Representing the hysteresis inversion for our system as $\varepsilon^{-1}_{mat}$, we can linearize the system to obtain the equation

$$\dot{\varepsilon} = a\varepsilon + b\varepsilon_{mat}(\varepsilon^{-1}_{mat}(u)) = a\varepsilon + bu + be,$$

where $e = b\varepsilon_{mat}(\varepsilon^{-1}_{mat}(u)) - bu$ is the inversion error. This simplifies our control design, as long as we are careful to choose methods that can accommodate the error term $be$.

We use a simple, efficient method for inverting the hysteresis based on a binary search algorithm. The following steps describe the procedure:

1) Choose an input range for the input electric field over which the $\varepsilon_{mat}(E)$ is monotone (e.g., $0 \text{ MV/m to 2MV/m}$). Choose an error bound $e_{tol}$ for $e$.
2) Choose a number, $N$, of points and divide the input range into an equally spaced number of $N$ points.
3) Input a desired value $\varepsilon_{mat}$ and initialize $E$ to the middle point of the input range.
4) Compute $\varepsilon_{mat}(E)$ and determine the difference from $\varepsilon_{mat}(E)$ (i.e., the current $e$).
5) If $|e| \leq e_{tol}$, then accept the current value of $E$ as the result and save the state of the phase fractions computed when calculating $\varepsilon_{mat}(E)$.
6) If $|e| > e_{tol}$ then remove the lower half of the input range if $e < 0$ or the upper half if $e > 0$. Set $E$ to the middle of the remaining range and repeat the process from step 4 until all input points are exhausted or the tolerance is met.
This algorithm inverts the hysteresis at a computational cost of no more than \( O(\log_2(N - 1)) \) times the computational cost of evaluating \( E_{\text{mat}}(E) \). Note that \( N \) need not be very high to obtain reasonable error tolerances. For example, in the simulations described later, using \( N = 257 \) resulted in a relative inversion error no worse than 3\%, even with some parameter error introduced to simulate imperfections in the parameter identification for the inverse model.

III. SLIDING MODE CONTROL

Sliding mode control is a technique that can achieve a control objective in the presence of uncertainties in the system provided some bounds on the uncertainty are known. To accomplish this, a surface is defined on a system space which is typically a space of tracking errors in the system state with respect to some reference trajectory. The surface is defined so that trajectories which lie on it have some desired property. For example, in the space of tracking errors, the surface may be defined so that the system trajectory asymptotically approaches the reference trajectory. The control law is designed to force the trajectories in the system space to approach the surface and slide along it, so that the controlled system achieves the control objective. Since every point in the system spaces lies on one side of the surface or the other, a control structure that steers the system toward the surface is defined for each side. A state-feedback is used to determine which side of the surface the system trajectory is currently on and switch to the corresponding control structure. The process by which the control parameters are designed allows some uncertainty in the system to be accounted for while still enforcing convergence of the system trajectory to the surface.

We apply a sliding mode control to the system (3) with the objective of tracking a reference trajectory, following the procedure in [12]. The inversion error, \( e \), is treated as the system uncertainty which the control law will compensate for. In this work, we will only be simulating the system, so the source of uncertainty will be the error in the inversion algorithm and numerical errors due to finite accuracy in the simulation. For an experimental setup, modeling errors in the system would be incorporated as well, replacing some portion of the numerical uncertainty due to simulation.

A. Sliding Mode Control Design

The first step is to define the sliding mode surface that accomplishes our control objective when the system trajectory lies on it. For our purposes, we choose

\[
\begin{align*}
s(\tilde{\xi}_1, \tilde{\xi}_2) &= \lambda \tilde{\xi}_1(t) + \tilde{\xi}_2(t), \\
\dot{\tilde{\xi}}_2 &= \tilde{e} - \tilde{e}_d, \\
\tilde{\xi}_1 &= \int_0^t \dot{\tilde{\xi}}_2(\tau) d\tau,
\end{align*}
\]

where \( s \) is the sliding surface, \( \lambda > 0 \) is a design parameter, and \( \tilde{e}_d \) is the desired or reference trajectory for the strain. Note that \( \tilde{\xi}_1 = \tilde{\xi}_2 \). When \( s = 0 \), the error dynamics satisfy \( \dot{\tilde{e}}_1 = -\lambda \tilde{e}_1 \), so that the tracking error will asymptotically approach zero. The choice of \( \lambda \) affects how quickly the error converges to zero once the trajectory reaches the surface.

To ensure that the sliding surface is eventually reached, the control is designed to satisfy the Lyapunov-like condition

\[
\frac{d}{dt} \frac{s^2(\tilde{\xi}_1, \tilde{\xi}_2)}{2} \leq -\eta |s|
\]

(4)

where \( \eta > 0 \) is a design parameter that determines the rate of convergence to the sliding surface. Evaluating this expression for our system yields

\[
\frac{d}{dt} \frac{s^2}{2} = \dot{s}s = s(\lambda \tilde{e}_2 + a \tilde{e} + bu + be - \dot{\tilde{e}}_d).
\]

(5)

The first step in the control design is to solve for the control that ensures \( s = 0 \) when there is no uncertainty in the system (i.e., when \( e = 0 \)). This ensures that trajectories lying on the surface stay on the surface when the system is perfectly characterized. For our system, such a control is

\[
u_{eq} = \frac{\dot{e}_d - ae - \lambda \tilde{e}_2}{b}.
\]

The next step is to add a term the control to ensure that (4) is satisfied even when uncertainties are present. We set

\[u = u_{eq} - \frac{K \text{sign}(s)}{b},\]

and find an appropriate \( K \). Replacing \( u \) in (5) with this expression, the condition (4) becomes

\[
\frac{d}{dt} \frac{s^2}{2} = s(\lambda \tilde{e}_2 + a \tilde{e} + bu_{eq} - K \text{sign}(s) + be - \dot{\tilde{e}}_d) = s(\dot{e} - K \text{sign}(s)) \leq -\eta |s|
\]

where the last step follows since \( b \) is always a positive parameter. To satisfy this, \( K \) must be chosen so that

\[
\begin{align*}
K &\geq \eta - be, \quad s < 0 \\
K &\geq \eta + be, \quad s > 0
\end{align*}
\]

for any possible value of the system error \( e \). If a bound on the system error is known so that \( |be| \leq e_{\text{max}} \), this is satisfied by choosing \( K = \eta + e_{\text{max}} \). Replacing \( K \) by this expression, the control law becomes

\[
\begin{align*}
u &= \frac{\dot{e}_d - ae - \lambda \tilde{e}_2}{b} - \frac{(e_{\text{max}} + \eta) \text{sign}(s)}{b}.
\end{align*}
\]

This is the value that is input to the hysteresis inversion algorithm to obtain the electric field value which is input to the system.

Inspection of the above steps may raise the question of what prevents the control from accommodating an unlimited amount of uncertainty. The answer lies in the discontinuous switching that occurs due to the \( \text{sign}(s) \) term. Larger uncertainty results in larger discontinuities when the sign of \( s \) changes, which leads to more rapid changes in the system state. This results in the need for faster switching as the uncertainty rises. In physical systems, limitations in the input bandwidth place constraints on the magnitude of the uncertainty which can be tolerated. Detailed analysis of the trade-offs involved are available in [12] and [17].
IV. SIMULATION

Numerical simulations were run to verify the expected behavior of the controlled system. An implicit Euler scheme was used to solve the ODE (3) with the control law (6) applied. We briefly discuss details of the implementation. A more thorough description of numerical methods for implementing the homogenized energy model is available in [6].

A. System Setup

The parameters for the system were taken from [14], which were obtained by a fit to experimental data from a PZT actuator. The reference trajectory chosen for the output strain was a 10 Hz sinusoid with a peak-to-peak amplitude of 0.02% at an offset of 0.03%. This ensures the operation of the system in a hysteretic regime. The system was simulated using an implicit Euler method at 5000 equally spaced points over a time interval of about 0.5 seconds, which corresponds to a time step size of 0.1 ms.

Two cases were simulated in order to test the performance of the control for different levels of system uncertainty.

1) The same parameters were used for the forward hysteresis model and the hysteresis inversion algorithm.

2) In the hysteresis inversion algorithm, 5% error was introduced to the parameter values $\mu_v$, $\sigma_v$, and $\sigma_I$, which characterize the distributions for the model. In the first case, sources of model uncertainty mostly come from quantization of the input in the inversion algorithm and the finite time update of the control input. The second case contains the same uncertainty effects as the first case, in addition to the effects of errors in estimating the material-dependent distribution parameters.

The control parameters were chosen through iterative simulation. For both test cases, $\lambda = 10$ and $\eta = 0.001$ were used. The uncertainty bound was different for each case, with $e_{\text{max}} = 0.56184$ used for the first case and $e_{\text{max}} = 1.6855$ used for the second. Note that $e_{\text{max}}$ is $b$ times the maximum of the inversion error, $e$, from (3). For the parameters used in the system, this corresponds to a maximum inversion error magnitude (i.e., maximum value for $|e|$) of $5 \times 10^{-6}$ for the first case and $1.5 \times 10^{-5}$ for the second. As seen in Figure 3, these bounds are satisfied.

The values for $e_{\text{max}}$ were chosen by simulating the system with some low guess for the value, calculating the bound on the resulting inversion error, and rerunning the simulation until the error did not exceed the new estimate. The initial conditions for the system were chosen to match the initial conditions for the reference trajectory so that the sliding surface could be reached in finite time (see the discussion in [12]).

The Matlab-compatible code used for the simulations is available for download at [1].

B. Results

Figure 1 shows the results of the simulation for both test cases, comparing the outputs with the reference trajectories and showing the relative error. Both cases show reasonable tracking accuracy, with the second case showing a reduction in performance as expected due to its greater uncertainty. Figure 2 shows the input-output plots of the two test cases, confirming the system is operating in a hysteretic regime.

Figure 3 shows the error in the hysteresis inversion algorithm for each case. Again, uncertainty on the error is higher in the second case, but each case remains under the bound corresponding to the value chosen for $e_{\text{max}}$. In the second test case, where there is additional parameter error in the inversion algorithm, the error slowly rises with time. This suggests further analysis on the effects of parameter errors on the inversion error may be worthwhile, to ensure the proper bounds on $e_{\text{max}}$ are chosen.

Figure 4 shows the input electric field determined by the control algorithm for each case. There is not a significant amount of control chatter for these cases, although there is more for the second case than the first due to its greater uncertainty. A major reason for this is due to our simulation setup, where there is relatively little in the way of unmodeled dynamics, measurement error, etc., so it is significantly easier to get a tight bound on the uncertainty than in an experimental setup.

Figure 5 shows the value of equation for the sliding surface...
with the state trajectory as input. We see in both cases, the values are close to zero, with a higher deviation in the second case, as expected.

V. CONCLUSIONS AND FUTURE WORK

The simulation results suggest that combining an approximate hysteresis inversion algorithm based on the homogenized energy model with a sliding mode control to compensate for the resulting uncertainty is a feasible approach to the tracking problem for ferroelectric actuators. However, the nature of the simulation limits the type of uncertainty which may be examined. A natural step towards improving upon this is to test the controller in an experimental setup. In addition, it is not ideal to choose the control parameters through iterative testing, so additional analysis on the model parameters and their effects on the uncertainty would be beneficial. Incorporating adaptive techniques for determining the bounds on the model uncertainty would simplify the process of determining the control parameters, and provide additional robustness against transient uncertainties. As the testing apparatus is improved and the limitations of classical sliding mode control to the problem become more apparent, extensions to the control method, such as higher order sliding mode control or model predictive sliding mode control, may be tested. Finally, the lumped parameter system model used in this work is easily extended to a distributed parameter system, so another step is to extend the control design to such a system and repeat the testing.
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