Abstract—In this work we present a state-dependent sampling control that allows for enlarging the sampling intervals of state-feedback control. We consider the case of perturbed linear time-invariant systems with input-delay and guarantee their \( \mathcal{L}_2 \)-stability. The approach is based on a novel class of switched Lyapunov-Krasovskii functionals with state-dependent matrices. It results in an LMI problem that allows for enlarging the sampling interval according to the system state. Then, a mapping of the state space is designed offline: it computes for each state of the state space a lower-bound estimation of the maximum allowable sampling interval, which makes it possible to reduce the number of actuations during the real-time control of the system.

I. INTRODUCTION

Networked Control Systems are often required to share a limited amount of resources, which leads to delays, and to fluctuations of the sampling interval. From the control theory point of view, these phenomena bring up new challenges.

Several studies already questioned the robustness aspect for systems with time-varying sampling ([5], [6], [15], [9]), time-varying delays ([8], [14]), or both time-varying sampling and delays ([10], [11]).

Recently, intensive research has also been conducted to adapt dynamically the sampling so as to reduce the processor and/or network loads while ensuring the desired control performances. There are two main approaches in the literature: “Event-triggered control” ([16], [12]), in which sensors are equipped with special intelligence so that information is sent to the controller only when special events occur (e.g. crossing a frontier of the state space, or a level of a Lyapunov function). The main drawback is that it requires dedicated hardware to continuously monitor the plant state and check the defined stability conditions.

“Self-triggered control” ([17], [13]), which consists in computing at each sampling instant a lower-bound estimation of the next largest admissible sampling interval, so as to emulate event-triggered control without resorting to extra hardware. In these works, the computations for the next sampling times are made online, which increases the processor load. Also, it generally stays open to compute a Lyapunov function optimizing the sampling intervals while taking into account the perturbations and the delays.

More recently, in [2], we proposed a third dynamic sampling control approach, “state-dependent sampling”, which consists in designing a map of the maximal allowable sampling intervals over conic regions of the state-space, thanks to Linear Matrix Inequalities (LMIs). The advantages are:

- the state-dependent sampling map is designed offline (once for all), which allows for reducing the number of online computations compared to self-triggered control;
- the Lyapunov function is optimized so as to enlarge the lower-bound of the sampling map.

However, up to now, only ideal Linear Time-Invariant (LTI) systems were considered.

In the present work, we propose a novel state-dependent sampling approach that guarantees \( \mathcal{L}_2 \)-stability for LTI systems subject to both perturbations and input-delay. This approach is based on a new class of Lyapunov-Krasovskii functionals (LKF) with matrices that will switch according to the conic region the sampled-state belongs to. Along with the benefits of the state-dependent sampling approach previously mentioned, the advantages are:

- the proposed LKF takes into account both the perturbations, the delays and the sampling;
- the LKF matrices are computed so as to enlarge the sampling map over the conic regions of the state-space.

The paper is organized as follows: Section II formulates the problem; Section III presents the stability results. Section IV provides the offline algorithm that builds the state-dependent sampling map. Section V shows some simulation results, and Section VI sums up the conclusions.

Notations: \( M^T \) stands for the transpose of \( M \in \mathcal{M}_{n,m} \) (the set of real \( n \times m \) matrices). \( S_n \) denotes the set of \( n \times n \) symmetric matrices, and \( S^+ \) (resp. \( S^{+*} \)) the set of positive (resp. positive definite) matrices \( P \geq 0 \) (resp. \( P > 0 \)) in \( S_n \). \( \mathcal{L}_2 \) is the space of square-integrable functions on \( \mathbb{R}^+ \). \( \| . \|_2 \) is the Euclidean norm on \( \mathbb{R}^n \) and \( \| . \|_{\mathcal{L}_2} \) is the \( \mathcal{L}_2 \)-norm on \( \mathcal{L}_2 \):

\[
\| f \|_{\mathcal{L}_2} = \left( \int_0^\infty \| f(t) \|^2 \, dt \right)^{1/2}.
\]

For a given maximum delay \( h_2 \), \( x_t \) (resp. \( \dot{x}_t \)) denotes a function such that \( x_t(\theta) = x(t + \theta) \) (resp. \( \dot{x}_t(\theta) = \dot{x}(t + \theta) \)) for all \( \theta \in [-h_2, 0] \).

II. PROBLEM FORMULATION

We consider the LTI system

\[
\begin{aligned}
\dot{x}(t) &= A x(t) + B u(t) + E w(t) \\
x(t) &= C x(t) + D u(t)
\end{aligned}
\]

\( \forall t \geq 0 \) \quad (1)

978-1-4673-2064-1/12/$31.00 ©2012 IEEE 2358
where $x(t) \in \mathbb{R}^n$ is the state vector, $w(t) \in \mathbb{R}^{nw}$ is an exogenous disturbance in $L_2$, $u(t) \in \mathbb{R}^{nu}$ is the control input, and $z(t) \in \mathbb{R}^{nz}$ is the controlled output. $A, B, C, D,$ and $E$ are constant matrices of appropriate dimensions.

The feedback control law is defined as:

$$u(t) = -Kx(s_k), \quad \forall t \in [t_k, t_{k+1}),$$

with a constant feedback matrix gain $K$, $s_k$ the $k$th sampling time (when the $k$th input is computed) and $t_k$ the $k$th actuation time (when the $k$th computed input is received by the actuators).

The sampling law is defined as

$$s_{k+1} - s_k \equiv \tau_k \in [\tau^-, \tau_{\max}(x(s_k))],$$

with a given minimal sampling interval $\tau^- > 0$ and a maximal state-dependent sampling map $\tau_{\max} : \mathbb{R}^n \to \mathbb{R}^+.$

We set ourself in the same context as in [2]: we assume that the state space is covered by a set of $q$ conic regions

$$\mathcal{R}_\sigma = \{ x \in \mathbb{R}^n, x^T \Psi_\sigma x \geq 0 \}, \quad \Psi_\sigma \in S_n, \sigma \in \{1, \cdots, q\},$$

for which maximal sampling intervals $\tau^*_\sigma \geq \tau^-$ are defined. With this assumption, the state-dependent sampling map is considered to be a function of the form

$$\tau_{\max}(x) = \max_{\sigma \in \{1, \cdots, q\}} \{ \tau^*_\sigma | x \in \mathcal{R}_\sigma \}, \forall x \in \mathbb{R}^n.$$ (5)

The motivation for studying this class of systems (as well as methods to design these conic regions) has been given in [2], where it is shown that such a description may be used for approximating a self-triggered control scheme. This formulation also proved to be efficient to design the sampling map offline, thus allowing to reduce the number of online computations.

The sampling and actuation times are linked by the relation

$$s_k = t_k - h(t_k),$$

with a delay $h(t)$ assumed to satisfy:

$$\forall t \geq 0, \quad h(t) \in [h_1, h_2], \quad \text{and} \quad h(t) \in [e_1, e_2],$$

for given scalars $0 \leq h_1 \leq h_2$ and $e_1 \leq e_2 < 1.$ Since $s_{k+1} - s_k > 0$, it implies that $t_{k+1} - t_k \geq \frac{s_{k+1} - s_k}{e_k - e_1} > 0,$ due to $e_1 < 1$ and thus the control inputs are received by the actuator in the same order as they are sent.

The closed-loop system $\{1, \cdots, 7\}$ is denoted as $T.$

Due to the unknown exogenous disturbances, the system $T$ will be studied from the $L_2$-stability point of view.

**Definition 1:** [17] A linear system $F$ is said to be finite-gain $L_2$-stable from $w$ to $Fw$ with an induced gain less than $\gamma$ if $F$ is a linear operator from $L_2$ into $L_2$ and there exist positive real constants $\gamma$ and $\xi$ such that for all $w \in L_2,$

$$\|Fw\|_{L_2} \leq \gamma \|w\|_{L_2} + \xi.$$ (8)

The present work aims at designing (offline) a state-dependent sampling map $\tau_{\max}$ (as defined in (5)) that allows to enlarge the sampling intervals (3) while ensuring the finite-gain $L_2$-stability of $T$ from $w$ to $z,$ with a gain less than a fixed $\gamma \geq 0.$

## III. MAIN $L_2$-STABILITY RESULTS

In this section, we provide $L_2$-stability conditions for the perturbed and delayed system $T$ for a given maximal state-dependent sampling map (5). They are based on a quite general class of LKF (with state-dependent matrices) which take into account delays, perturbations and sampling.

### A. Non-delayed case

In order to simplify the reading, we first consider a simplified version of the system (without delay: $s_k = t_k),$ and present the main stability tools, as well as a simplified version of the proposed LKF:

$$V_{s_k}(t, x(t), \dot{x}_s) = x^T(t)P \dot{x}(t) + (s_{k+1} - t) \int_{s_k}^t \dot{x}^T(s)U_{\sigma_k} \dot{x}(s) ds,$$ (9)

defined for all $t \in [s_k, s_{k+1})$ and $k \in \mathbb{N},$ with matrices $P$ and $U_{\sigma}$ of appropriate dimensions. Parameter $\sigma_k$ can be any element $\sigma \in \{1, \cdots, q\}$ such that $x(s_k) \in \mathcal{R}_\sigma$ and $\tau^- \leq \tau_k \leq \tau^*_\sigma$ (there exists at least one, according to (3) and (5)).

The new aspect of the LKF (9) compared to previous works on systems with time-varying samplings ([6], [15], [10]) is the fact that it involves elements that are switching according to the system state. Indeed, note that the matrix term $U_{\sigma_k}$ is switching at times $s_k$ according to the region the sampled state $x(s_k)$ belongs to (since the switching law $\sigma_k$ satisfies $x(s_k) \in \mathcal{R}_\sigma$). This state-dependent switch is possible thanks to the fact that the functional $V_{s_k}$ is continuous at times $s_k$: $V_{s_k}(s_k, x(s_k), \dot{x}_s) = \lim_{t \to s_k^-} V_{s_{k-1}}(t, x(t), \dot{x}_s) = x^T(s_k)P \dot{x}(s_k).$

This new type of switched LKF is well adapted to the stability analysis of systems with state-dependent sampling, but it also provides some advantages regarding the stability analysis of systems with (state-independent) time-varying sampling, as it will be shown in the Example 2 of the Numerical Examples Section.

In the following, as in the framework of [6], we denote

$$\dot{V}(t) = V_{s_k}(t, x(t), \dot{x}_s), \quad \text{for all} \quad t \in [s_k, s_{k+1}), \quad k \in \mathbb{N}.$$ (10)

In order to guarantee the $L_2$-stability of the non-delayed system $T$, we need to provide conditions that ensure that $\dot{V}$ satisfies the conditions of Lemma 4, in the Appendix.

To begin with, we can see that $\dot{V}$ is continuous over $\mathbb{R}^+$ (we have shown earlier that it is continuous at times $s_k$) and differentiable over $\mathbb{R}^+ \{s_k, k \in \mathbb{N}\}$. To ensure that $\dot{V}$ is positive definite, we assume that the matrices $P$ and $U_{\sigma}$ are such that $P = P^T \geq 0$ and $U_{\sigma} = U_{\sigma}^T \geq 0,$ for all $\sigma \in \{1, \cdots, q\}.$ Now, all that is needed to ensure the system’s $L_2$-stability, is to provide conditions to satisfy

$$\forall t \neq s_k, \quad \dot{V}(t) + z^T(t)z(t) - \gamma^2 w^T(t)w(t) \leq 0.$$ (10)

In order to analyse this condition, we study the restriction of $\dot{V}$ on any interval $[s_k, s_{k+1}), \quad k \in \mathbb{N}.$ First, we compute:

$$\dot{V}(t) = 2\dot{z}^T(t)P \dot{z}(t) + (s_{k+1} - t) \dot{z}^T(t)U_{\sigma_k} \dot{z}(t)$$

$$- \int_{s_k}^t \dot{z}^T(s)U_{\sigma_k} \dot{z}(s) ds.$$ (11)
Then, using the Jensen inequality [8], we compute an upper-bound of the integral term:
\[ -\int_{s_k}^{t} \dot{x}(s) U_{s_k} \dot{x}(s) ds \leq - (t - s_k) \nu(T) U_{s_k} \nu(t), \]
with
\[ \nu(t) = \frac{1}{t - s_k} \int_{s_k}^{t} \dot{x}(s) ds = \frac{x(t) - x(s_k)}{t - s_k}, \]
and obtain
\[ \hat{V}(t) \leq 2 \dot{x}(t) P \dot{x}(t) + (s_{k+1} - t) \dot{x}(t) U_{s_k} \dot{x}(t) - (t - s_k) \nu(T) U_{s_k} \nu(t). \]
\[ \nu(t) \] is well defined by continuity in \( t = s_k \), since when \( t \to s_k \), \( \nu(t) \to \dot{x}(s_k) \).

We introduce the augmented state vector \( \phi(t) \in \mathbb{R}^{3n+n_w} \):
\[ \phi(t)^T = [x^T(t), x(s_k), \nu^T(t), w^T(t)] \]
and matrices \( M_i \) and \( N_j \) such that
\[ x(t) = M_1 \phi(t), \quad x(s_k) = M_2 \phi(t), \quad \nu(t) = M_3 \phi(t), \quad \dot{x}(t) = (A M_1 - B K M_2 + E M_4) \phi(t) = N_1 \phi(t), \quad z(t) = (C M_1 - D K M_2) \phi(t) = N_2 \phi(t). \]

Using these notations we can rewrite the inequality (14) as
\[ \hat{V}(t) + z^T(t) z(t) - \gamma^2 w^T(t) w(t) \leq \phi^T(t) N_1^T P M_1 + N_1^T P N_1 + (s_{k+1} - t) N_1^T U_{s_k} N_1 - (t - s_k) M_3^T U_{s_k} M_3 + N_2^T N_2 - \gamma^2 M_4^T M_4 |\phi(t)|. \]
\[ \phi(t) \]

The relation (13) between \( \nu(t) \), \( x(t) \), and \( x(s_k) \) can be written as \( H(t) \phi(t) = 0 \) with \( H(t) = (t - s_k) M_3 - M_1 + M_2 \). Therefore, by applying the Finsler’s lemma [1] one can include this relation in (17) and obtain that for any matrices \( Y_{s_k} \in \mathbb{M}_{3n+n_w,n_w} \):
\[ \hat{V}(t) + z^T(t) z(t) - \gamma^2 w^T(t) w(t) \leq \phi^T(t) N_1^T P M_1 + M_1^T P N_1 + (s_{k+1} - t) N_1^T U_{s_k} N_1 \]
\[ - (t - s_k) M_3^T U_{s_k} M_3 + N_2^T N_2 - \gamma^2 M_4^T M_4 \]
\[ + Y_{s_k} ((t - s_k) M_3 - M_1 + M_2) \]
\[ + ((t - s_k) M_3 - M_1 + M_2)^T Y_{s_k} |\phi(t)|. \]
\[ \phi(t) \]

Since (18) is linear in the variable \( t \), it is possible to reduce the number of conditions to be checked by applying Lemma 5 (Appendix) with the variable \( \lambda = t \in [s_k, s_{k+1}] \). The two inequalities are both linear in the variable \( s_{k+1} - s_k \). Thus we can use once again Lemma 5 with the variable \( \lambda = s_{k+1} - s_k \in [\tau \varepsilon, \tau \varepsilon^+ \varepsilon] \) to prove that if the 4 inequalities \( \xi^T \Xi_{i,j,s} \xi \leq 0 \) are satisfied for all \( \xi \in \mathbb{R}^{3n+n_w} \), with \( \Xi_{i,j,s} \) defined as
\[ \Xi_{i,1,s} = \Xi_{s} + T_{1,s} N_1^T U_{s} N_1, \]
\[ \Xi_{i,2,s} = \Xi_{s} + T_{1,s} \left[ - M_3^T U_{s} M_3 + Y_{s} M_3 + M_3^T Y_{s}^T \right], \]
\[ \Xi_{s} = N_1^T P M_1 + M_1^T P N_1 + N_2^T N_2 - \gamma^2 M_4^T M_4 \]
\[ + Y_{s} (-M_1 + M_2) (-M_1 + M_2)^T Y_{s}, \]
\[ T_{1,s} = \tau \varepsilon \quad \text{and} \quad T_{2,s} = \tau \varepsilon^+, \]
\[ \Xi_{i,j,s} \] then \( \hat{V}(t) + z^T(t) z(t) - \gamma^2 w^T(t) w(t) \leq 0 \) for all \( t \in [s_k, s_{k+1}] \).

Since we know that \( x(s_k) \in R_{s_k} \) (i.e. we have \( x^T(s_k) \Psi_{s_k} x(s_k) \geq 0 \)), we can use the lossless version of the S-procedure [1] on each of the 4 obtained inequalities to show that, if there are scalars \( \varepsilon_{i,j,s} \geq 0 \) such that the LMIs
\[ \Xi_{i,j,s} + \varepsilon_{i,j,s} M_2^T \Psi_{s} M_2 \leq 0, \]
\[ \Xi_{i,j,s} \]

hold for \( s = s_k \), then condition (10) is satisfied. Therefore, we have the following property:

**Proposition I:** Consider scalars \( \gamma \geq 0 \) and \( \tau^- \), and a set of \( q \) conic regions covering the state space \( R_{s_k} = \{ x, x^T \Psi_{s_k} x \geq 0 \} \), \( \Psi_{s} \in S_n, s \in \{ 1, \cdots, q \} \), with maximal sampling intervals \( \tau_{s_k}^+ \).

The perturbed non-delayed sampled-data system \( T \) is finite-gain \( L_2 \)-stable from \( w \) to \( z \) with a gain less than \( \gamma \) if there exist matrices \( P \in S_{n}^+, U_{s} \in S_{n}^+, Y_{s} \in M_{3n+n_w,n_w} \), and scalars \( \varepsilon_{i,j,s} \geq 0 \) such that (23) is satisfied for all \( s \in \{ 1, \cdots, q \} \) and \( (i, j) \in \{ 1, 2 \} \).

**B. General delayed case**

Now, we consider the more general system with delay, as well as the switched LKF:
\[ V_{s_k}(t, x_t, \dot{x}_t) = V_1(t, x_t, \dot{x}_t) + V_2,s_k(t, x_t, \dot{x}_t), \]
\[ \text{defined for all } t \in [t_k, t_{k+1}], \quad k \in \mathbb{N}, \] with
\[ V_1(t, x_t, \dot{x}_t) = \eta(t) T \Psi(t) + \int_{t-h}^{t} x^T(s) Q x(s) ds \]
\[ + \int_{t-h}^{t-h_1} x^T(s) Q_2 x(s) ds \]
\[ + \int_{t-h_2}^{t-h_1} x^T(s) Q_3 x(s) ds \]
\[ + \int_{t-h_2}^{t-h_1} \dot{x}^T(s) (R_1 + (h(t) - t + s) R_2) \dot{x}(s) ds \]
\[ + \int_{t-h_2}^{t} \dot{x}^T(s) R_3 \dot{x}(s) ds \]
\[ + \int_{t-h_2}^{t} \dot{\xi}^T(s) R_4 \dot{\xi}(s) ds, \]
\[ \text{consisting of classical terms used for delay systems ([4], [14], [10]), and an additional term} \]
\[ V_{2,s_k}(t, x_t, \dot{x}_t) = (t_{k+1} - t) \left( \eta(t) \right)^T \Omega_{s_k} \left( \eta(t) \right) \]
\[ + (t_{k+1} - t) \int_{t-h}^{t} \eta^T(s) U_{s_k} \eta(s) ds \]
\[ + (t_{k+1} - t) \int_{t-h}^{t} \eta^T(t_{k+1} - t) s_{k+1} \eta_{s_k}(t_{k+1} - t), \]
\[ \text{with the vector } \eta(t): \]
\[ \eta(t) = \frac{x(t)}{x(t-h(t))}, \]
\[ \text{and the matrices } \Omega_{s_k}, s \in \{ 1, \cdots, q \} \text{ defined as:} \]
\[ \Omega_{s_k} = \left( \begin{array}{cc} \frac{X_{s} + X_{s}^T}{2} & -X_{s} + X_{s}^T \frac{X_{s}}{2} \end{array} \right), \]
\[ \text{The matrices } P, Q_1, Q_2, Q_3, R_1, R_2, R_3, R_4, U_{s}, S_{s}, X_{s}, X_{s_k} \text{ have appropriate dimensions. Parameter } \sigma_k \text{ can be any element } \sigma \in \{ 1, \cdots, q \}, \]
Similar to what we had with the previous simple LKF, we note that the term (26) is composed of matrix terms $\Omega_{\sigma k}$, $U_{\sigma}$, and $S_{\sigma k}$ which are switching at times $t_k$ according to the region $x(s_k)$ belongs to. This state-dependent switch is possible thanks to the fact that $V_2,\sigma(t_k, x_{t_k}, \dot{x}_{t_k}) \lim_{t\to t_k^+} V_2,\sigma_{k-1}(t, x_t, \dot{x}_t) = 0$, which ensures the continuity of $V_2$. This function with state-dependent matrices is a natural extension of the works with LKFs on systems with delays ([4], [14]), sampling ([6], [15]), or both ([10]).

As in the simplified case, we analyse the system’s $L_2$-stability by checking the conditions of Lemma 4 with

$$V(t) = V_{\sigma k}(t, x_t, \dot{x}_t), \text{ for all } t \in [t_k, t_{k+1}] \text{ and } k \in \mathbb{N},$$

with $V_{\sigma k}$ defined in (24). In the following, we also define the time-dependent functions $V_1$ and $V_2$, with similar notations.

The $L_2$ stability analysis is divided into two main steps.
- First, we prove that $V$ is continuous over $\mathbb{R}^+$ and differentiable for all $t \in [t_k, t_{k+1}]$, and provide conditions for its positive definiteness.
- Then, we differentiate $V$, upper-bound the obtained result and derive the $L_2$ stability conditions.

We introduce two scalars, to be involved in the next lemma:

$$T_{1, \sigma} = T_k = \max \left\{ \tau^- + h_1 - h_2, \frac{\tau^-}{1 - \epsilon_2} \right\},$$

$$T_{2, \sigma} = \min \left\{ \tau^+ + h_2 - h_1, \frac{\tau^+}{1 - \epsilon_2} \right\}.$$  

(30)

As it is shown in the proof of the lemma (provided in the Technical Report [3]), these scalars are set to satisfy

$$T_{1, \sigma k} \leq t_{k+1} - t_k \leq T_{2, \sigma k}.$$  

(31)

**Lemma 2:** The function $V$ defined in (29) is continuous over $\mathbb{R}^+$ and differentiable for all $t \neq t_k$, $k \in \mathbb{N}$. If its matrix parameters satisfy $P \in S_{2n}^+, Q_1, Q_2, Q_3, R_1, R_2, R_3, R_4 \in S_{n}^+, U_\sigma, S_\sigma \in S_{2n}^+, X_\sigma, X_1, \sigma \in M_{2n, 2n}$, and if there exist $q$ scalars $\epsilon_\sigma \geq 0$ such that, for all $\sigma \in \{1, \cdots, q\}$:

$$
\begin{pmatrix}
P & 0 \\
0 & 0
\end{pmatrix} + T_{2, \sigma} \Omega_\sigma - \epsilon_\sigma
\begin{pmatrix}
0 & 0 \\
0 & \Psi_\sigma
\end{pmatrix} > 0,
$$

(32)

then $V$ is also positive definite, and there exists a scalar $\beta > 0$ such that $\tilde{V}(t) \geq \beta \|x(t)\|^2_2$ for all $t \geq 0$.

**Proof:** The proof is available in the Technical Report [3].

Now that smoothness and positive-definiteness of $V$ can be checked, the second step is the stability analysis. We introduce the matrices $M_{1} \in \{1, \cdots, 11\} \in M_{11n+11n}$ and $M_{12} \in M_{11n+11n}$.

$$
\begin{pmatrix}
M_1^T & \cdots & M_{12}^T
\end{pmatrix} = I,
$$

(33)

and define the matrices $N_{j \in \{1, \cdots, 7\}}$:

$$N_1 = AM_1 - BKM_4 + EM_1R, N_2 = \begin{pmatrix} M_1 \\ M_2 \end{pmatrix},$$

$$N_3 = \begin{pmatrix} N_1 \\ M_1 \end{pmatrix}, N_4 = \begin{pmatrix} M_4 \\ M_4 \end{pmatrix}, N_5 = \begin{pmatrix} N_2 \\ N_4 \end{pmatrix},$$

$$N_6 = \begin{pmatrix} M_8 \\ M_9 \end{pmatrix}, \text{ and } N_7 = CM_1 - DKM_4.$$  

(34)

The use of these matrices is very similar to the one in the previous simplified case (see (16)).

In the following Theorem, we provide an $L_2$-stability condition for the system $T$. The condition is in the form of LMIs of the size $(11n + n_w) \times (11n + n_w)$ that depend on the matrices of the LKF (24), of the description of the conic regions (4), and of some scalars ($\epsilon_\sigma$, $\epsilon_{i, j, l, o, \sigma}$) and matrices $(Y_{i, \sigma}, Y_{2, \sigma}, Y_{3, \sigma})$ resulting from the use of the S-procedure [1] and Finster’s Lemma [1] respectively.

**Theorem 3:** Consider scalars $\gamma \geq 0$, $h_1$, $h_2$, $e_1$, $e_2$, $\tau^-$, and a set of $q$ conic regions covering the state space $R_\sigma = \{x, x^T \Psi_\sigma x \geq 0\}$, $\Psi_\sigma \in S_n$, $\sigma \in \{1, \cdots, q\}$, with maximal sampling intervals $\tau^\sigma$.

The perturbed and delayed sampled-data system $T$ is finite-gain $L_2$-stable from $w$ to $z$ with a gain less than $\gamma$ if there exist matrices $P \in S_{2n}^+, Q_1, Q_2, Q_3, R_1, R_2, R_3, R_4 \in S_{n}^+$, $U_\sigma, S_\sigma \in S_{2n}^+$, $X_\sigma, X_1, \sigma \in M_{2n, 2n}$, $Y_{2, \sigma}, Y_{3, \sigma} \in M_{2n, n}$, and scalars $\epsilon_\sigma, \epsilon_{i, j, l, o, \sigma} \geq 0$ such that (32) and (35) are satisfied for all $\sigma \in \{1, \cdots, q\}$ and $(i, j, l, o) \in \{1, 2\}$:

$$
\Xi_{i, j, l, o, \sigma} + \epsilon_{i, j, l, o, \sigma} M_{i, j}^T \Psi_\sigma M_{j, o} \leq 0,
$$

(35)

with

$$
\Xi_{i, j, l, o, \sigma} = \Xi_{i, j, l, o, \sigma} + T_{i, \sigma} \left[ N_1^T S_\sigma N_4 + N_2^T U_\sigma N_3 + N_3^T \Omega_\sigma N_5 + N_5^T \Omega_{i, \sigma} N_1 \right],
$$

$$
\Xi_{i, j, l, o, \sigma} = \Xi_{i, j, l, o, \sigma} + T_{i, \sigma} \left[ -N_1^T S_\sigma N_4 - N_2^T U_\sigma N_6 + Y_{i, \sigma} N_6 + N_5^T \Psi_\sigma \right],
$$

(36)

(37)

(38)

(39)

(40)
Proof: The proof, similar to the one in the non-delayed case, is available in the Technical Report [3].

Remark 1: If $w$ satisfies $z^T(t)z(t) - \gamma^2 w^T(t)w(t) \geq 0$, and if the LMIs (35) are strict, the sampled-data system $T$ is asymptotically stable.

IV. A STATE-DEPENDENT SAMPLING MAP DESIGN

In this section, we propose a three-step algorithm (Figure 1), which allows for computing the LKF matrices so as to maximize both the largest admissible state-independent sampling interval $\tau^\gamma = \min_{\tau} \tau^\gamma$, and the state-dependent sampling map $\tau_{\text{max}}$ described in (5), with respect to the $L_2$-stability conditions provided in Theorem 3. Keep in mind that all steps are made offline.

STEP 1

<table>
<thead>
<tr>
<th>□ Single region $\mathbb{R}^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 3 LMIs + line search algorithm</td>
</tr>
<tr>
<td>□ Compute the largest admissible state-independent sampling $\tau^\gamma$</td>
</tr>
<tr>
<td>□ Compute the LKF matrices $P, Q_1, Q_2, Q_3, R_1, R_2, R_3, R_4$, and $U, S, X, X_1$</td>
</tr>
</tbody>
</table>

STEP 2

| □ $q$ conic regions $R_\sigma$, covering the state space |
| □ Use the LKF matrices $P, Q_1, Q_2, Q_3, R_1, R_2, R_3, R_4$ computed in Step 1 |
| Theorem 3 LMIs + line search algorithm for each region $R_\sigma$ |
| □ Design the mapping of the largest admissible sampling $\tau^\sigma_{\text{max}} \geq \tau^\gamma$ for each region $R_\sigma$ |
| □ Compute the LKF matrices $U_\sigma, S_\sigma, X_\sigma, X_{1,\sigma}$ for each region $R_\sigma$ |

STEP 3

| Design of the state-dependent sampling map $\tau_{\text{max}}(x) = \min_{\tau_{\text{max}} \in \mathcal{I}(x)} \tau^\gamma_{\text{max}} \geq \tau^\gamma, \forall x \in \mathbb{R}^n$ |

Remark 2: Step 1 may be used as a robust analysis of delayed and perturbed sampled-data systems with time-varying sampling. Step 2 leads to a self-triggering algorithm except that all computations are made offline, and the state-dependent matrices $U_\sigma, S_\sigma, X_\sigma, X_{1,\sigma}$ of the LKF are computed during that step.

Remark 3: One can also compute the largest admissible state-independent sampling $\tau^\gamma$ (Step 1) by using the LKF with state-dependent matrices switching on some predefined regions $R_\sigma$. Although it is more complex, this can reduce the conservatism, as it will be illustrated in Example 2.

Remark 4: Very often, the works are carried with a minimal sampling interval $\tau^\gamma$ set to 0, as in [2], [17], or [6]. Enabling a larger minimal sampling makes it possible to increase the obtained maximal sampling $\tau^\sigma_{\text{max}}$ (or even $\tau^\gamma$) with the proposed technique.

V. NUMERICAL EXAMPLES

A. Example 1

We consider the system:

$$\dot{x}(t) = \begin{pmatrix} -3 & 0 \\ 0 & 1 \end{pmatrix} x(t) - \begin{pmatrix} 1 \\ 1 \end{pmatrix} K x(s_k) + w(t),$$

and

$$K = \begin{pmatrix} -1 & 4 \end{pmatrix}, z(t) = x(t),$$

for $t \in [s_k, s_{k+1})$.

The state-dependent sampling map (5) will be designed in four successive cases: 1) no delay nor perturbations ($w = 0, h = 0$, asymptotic stability); 2) perturbations on the delay-free system ($w \neq 0, h = 0, L_2$-stability with $\gamma = \sqrt{10}$); 3) unperturbed system with delay $h(t) \in [10^{-4}, 10^{-1}]$ and $h(t) \in [-0.2, 0.6]$ ($w = 0, h \neq 0$, asymptotic); 4) perturbed system with the same delay ($w \neq 0, h \neq 0, \gamma = \sqrt{10}$).

We set $\tau^\gamma \approx 0$ and use the isotropic partition described in [2] to design a covering of $q = 100$ conic regions. Then, we use the algorithm of Section IV to build the mapping that maximizes the sampling interval for each state. Because the state dimension is 2, the conic regions are defined from the spherical coordinates $(\rho, \theta)$ of the state $x = \rho e^{i \theta}$, for the particular value $\rho = 1$ (the unit sphere). Computed offline in each of the 4 cases, Figure 2 presents the admissible sampling interval as a function of the state angle $\theta \in [-\pi, \pi]$.

Respectively to the four presented cases, the longest state-independent sampling interval we found is: 1) $\tau^\gamma = 0.535$; 2) $0.445$; 3) $0.169$; 4) $0.145$. Note that since $\tau^\gamma \approx 0$, the system $L_2$-stability (or asymptotic stability) is preserved for any time-varying sampling less than $\tau^\gamma$. Also, thanks to the mappings we built, the robustness regarding classical time-varying sampling is extended to all state-dependent sampling intervals under the curves obtained in Figure 2.

Simulation results are shown in the Technical Report [3].

B. Example 2

To show the conservatism reduction brought by the LKF with state-dependent matrices, we consider the unperturbed, delay-free system from [9]:

$$\dot{x}(t) = \begin{pmatrix} -0.5 & 0 \\ 0 & 3.5 \end{pmatrix} x(t) - \begin{pmatrix} 1 \\ 1 \end{pmatrix} K x(s_k),$$

and

$$K = \begin{pmatrix} -1.02 & 5.62 \end{pmatrix}, z(t) = x(t),$$

for $t \in [s_k, s_{k+1})$. 
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Fig. 2. Example 1: Mapping of the maximal admissible samplings \( \tau^+ \) for the system with or without perturbations \( w \) and/or delays \( h \).

We set \( \tau^- \simeq 0 \). Considering the results given by the step 1 of the algorithm described in Section IV and taking only one region \( \mathbb{R}^n \), the longest state-independent sampling interval \( \tau^+ \) (i.e. admissible no matter the state) obtained is equal to 0.267, whereas we obtain 0.309 with \( q = 100 \) regions \( \mathcal{R}_n \) (an improvement of 16%). This corresponds to a robust stability bound that can be compared to the ones obtained in [6] \((\tau^+ = 0.259)\), [7] \((\tau^+ = 0.204)\), or [15] \((\tau^+ = 0.198)\).

VI. CONCLUSION

This work introduced a new class of Lyapunov-Krasovskii functionals with state-dependent matrices. It allowed for designing a state-dependent sampling that reduces the number of activations, while keeping the \( L_2 \)-stability for perturbed time-delayed linear state feedback systems. The proposed method can be seen both as a self-triggered control and as a new time-varying sampling analysis leading to a state-dependent sampling design. We think it presents two main advantages, since it makes it possible:
- to maximize the minimal sampling interval \( \tau^+ = \inf_{x \in \mathbb{R}^n} \tau_{\max}(x) \) of the state-dependent sampling map, and to compute the associated Lyapunov-Krasovskii function matrices that ensure the system \( L_2 \)-stability;
- to design offline a mapping of the state space with a maximum allowable sampling time for each region. Therefore, no additional computation is required online during the control of the system.

VII. APPENDIX

**Lemma 4:** (Adapted from [6]) \( T \) is \( L_2 \)-stable from \( w \) to \( z \) with a gain less than \( \gamma \geq 0 \) if there exists a positive definite continuous function \( \dot{V} : t \in \mathbb{R}^+ \rightarrow \dot{V}(t) \in \mathbb{R}^+ \), differentiable for all \( t \neq t_k \), \( k \in \mathbb{N} \), that satisfies along \( T \):

\[
\dot{V}(t) + z^T(t)z(t) - \gamma^2 w^T(t)w(t) \leq 0. \tag{41}
\]

**Lemma 5:** (Adapted from [1]) Consider \( x \in \mathbb{R}^n \), two matrices \( \Gamma_1 \) and \( \Gamma_2 \) in \( S_n \) and two scalars \( \lambda^- < \lambda^+ \). The following statements are equivalent:
(i) \( \forall \lambda \in [\lambda^-, \lambda^+] \), \( x^T(\Gamma_1 + \lambda \Gamma_2)x \leq 0 \),
(ii) \( x^T(\Gamma_1 + \lambda^- \Gamma_2)x \leq 0 \) and \( x^T(\Gamma_1 + \lambda^+ \Gamma_2)x \leq 0 \).
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