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Abstract—In this paper we present an optimization-based view of distributed parameter estimation and observational social learning in networks. Agents receive a sequence of random, independent and identically distributed (i.i.d.) signals, each of which individually may not be informative about the underlying true state, but the signals together are globally informative enough to make the true state identifiable. Using an optimization-based characterization of Bayesian learning as proximal stochastic gradient descent (with Kullback-Leibler divergence from a prior as a proximal function), we show how to efficiently use a distributed, online variant of Nesterov’s dual averaging method to solve the estimation with purely local information. When the true state is globally identifiable, and the network is connected, we prove that agents eventually learn the true parameter using a randomized gossip scheme. We demonstrate that with high probability the convergence is exponentially fast with a rate dependent on the KL divergence of observations under the true state from observations under the second likeliest state. Furthermore, our work also highlights the possibility of learning under continuous adaptation of network which is a consequence of employing constant, unit stepsize for the algorithm.

I. INTRODUCTION

Distributed estimation, detection, and observational social learning has been an intense focus of research over the past 3 decades [1]–[9], with applications ranging from sensor networks to social and economic networks. In these scenarios, agents in a network need to learn the value of a parameter, that might represent a state or decision (often called the state of the world), but each individual agent lacks the necessary information to estimate the state on its own. Instead, the global spread of information in the network provides agents with adequate data for recovering the true state and as a result, agents iteratively exchange information with their neighbors. In distributed sensor and robotic networks, agents use local diffusion to augment their imperfect observations with information from their neighbors [6], [10]–[14].

On the other hand, recent developments in distributed optimization have led to many advances and interesting decentralized algorithms, generalizing these results and at the same time opening new venues for development of principled distributed estimation algorithms. Examples of such papers include the works of researchers such as Nedić and Ozdaglar [15], Lobel and Ozdaglar [16], Ram, Nedić and Veevavalli [17] and Nedić, Olshesvsky, Ozdaglar and Tsitsiklis [18], Lopes and Sayed [19], and more recently the results of Duchi, Agarwal and Wainwright [20]. Of particular importance to the work in this paper is the work of Duchi et al. in [20] where the authors develop a distributed method based on dual averaging of subgradients. Using proper diminishing stepsize rule, their algorithm converges to the optimal solution in deterministic network change as well as stochastic.

The goal of this paper is to provide an optimization-based formulation of parameter estimation and social learning and develop a link between the two. Our motivation for the current study is the recent results of [7] and [8] in which the authors develop non-Bayesian learning schemes to circumvent the complexities associated with fully Bayesian estimation [1], as well as the results of [20] on distributed optimization. The proposed algorithms in [7] and [8], involve agents that repeatedly receive heterogeneous, private, random i.i.d. signals generated from a global likelihood function and the goal of agents is to learn the true state of the world using local marginals. Both papers show that under mild assumptions all agents eventually estimate the true parameter correctly. In [8], agents update their prior beliefs using private observations and then compute a weighted average of their beliefs with that of their neighbors, while in [7], agents update the logarithms of their beliefs using the local log-likelihood function. In both cases, under mild assumptions agents eventually learn the true state. We show that the results of [7], have a very interesting optimization-based interpretation. Exploring this connection and building an optimization-based rationale helps us quantify the pros and cons of different approaches to the problem.

A key unifying observation that links both recursive Bayesian learning and Maximum Likelihood Estimation (MLE) problems to online optimization (even in the centralized setting) is the view of MLE in Bayesian framework as an optimization in which the inner product of the belief vector and the global log-likelihood function (represented as a vector) is maximized, subject to the belief vector being a probability distribution over the space of parameters. Perhaps less well-known, is the fact that Bayesian parameter estimation can be derived from the exact same setup if the Kullback-Leibler divergence from a prior belief is added to the optimization cost or used as a proximal function. We show an efficient distributed counterpart of this idea using a stochastic variant of Nesterov’s projected dual averaging [21]. Aggregating their private log-likelihood functions, agents average their local information, and in the same time step update estimates of the centralized beliefs in a step akin...
to applying Bayes rule on the aggregated log-likelihoods. When the true state is globally identifiable and the network is connected, we show that agents reach consensus on the beliefs in probability. More specifically, we prove that with high probability the convergence is exponentially fast with a rate dependent on the average expected discrimination information for the true state over the second likeliest state captured by the KL divergence of the observations under two aforementioned states. We further show that indeed there is no need for a diminishing stepsize rule as in general subgradient approaches, and a fixed stepsize of 1 can be used. Interestingly, the method recovers the distributed MAP algorithm proposed by [7] as a special case.

The rest of the paper is organized as follows. In the next section, we introduce the model under which agents interact, define our learning problem and formulate it as a constrained maximization. In section III, we recover Bayesian estimation with dual averaging. In section IV we show applying gossip distributed dual averaging under constant, unit stepsize rules results in learning in the probability sense, and the convergence is exponentially fast. Section V concludes.

II. PRELIMINARIES

A. Agents and Observation

We consider a network consisting of a finite number of agents \( V = \{1, 2, \ldots, n\} \). The agents indexed by \( i \in V \) seek a fixed, unique, true state of the world \( \theta^* \in \Theta \) with \( \Theta = \{\theta_1, \theta_2, \ldots, \theta_n\} \) denoting a finite set of possible states. At each time \( t \geq 0 \), belief of agent \( i \) is denoted by \( \mu_{i,t}(\theta) \in \Delta\Theta \), where \( \Delta\Theta \) is a probability distribution over the set \( \Theta \). In particular, \( \mu_{i,0}(\theta) \in \Delta\Theta \) denotes the prior belief of agent \( i \) about the states of the world. For each agent \( i \), we assume the prior \( \mu_{i,0} \) is in the interior of the probability simplex and as a result has no zero elements\(^1\).

The learning model is given by a conditional likelihood function \( \ell_i(s_t|\theta_j) \) which is governed by a state of the world \( \theta_j \in \Theta \). The signal \( s_t = (s^1_t, s^2_t, \ldots, s^n_t) \in S_1 \times \cdots \times S_n \) is generated at each time \( t \), and \( s^i_t \in S_i \) denotes the signal privately observed by agent \( i \) at time \( t \), where \( S_i \) is the signal space for agent \( i \). \( \ell_i(s_t|\theta_j) \) represents the \( i \)-th marginal of \( \ell(\cdot|\theta_j) \), and we let the vector \( \ell_i(\cdot|\theta_j) = [\ell_i(|\theta_1), \ldots, \ell_i(|\theta_n)]^T \), for any \( i \in V \), where \( \ell_i(|\theta_j) > 0 \) for all signals at all times. Agent \( i \) at time \( t \), has access to the parametrized likelihood of the realized private signal \( s^i_t \), i.e., it knows the value of \( \ell_i(s^i_t|\theta_j) \), but does not have access to the likelihood functions of other agents, i.e., it does not know \( \ell_j(\cdot|\theta_j) \) for any \( j \neq i \). Generated signals are i.i.d. over time and also independent over agents. We also define \( \Theta_i \) as the set of states that are observationally equivalent to \( \theta^* \) for agent \( i \); in other words, \( \Theta_i = \{\theta_j \in \Theta : \ell_i(s^i_t|\theta_j) = \ell_i(s^i_t|\theta^*) \} \forall s^i_t \in S_i \} \) with probability one. Let \( \Theta = \cap_{i=1}^n \Theta_i \) be the set of states that are observationally equivalent to \( \theta^* \) from all agents perspective. We assume

\[ \text{A1. The true state is globally identifiable, and hence,} \quad \Theta = \{\theta^*\}. \]

\[ \text{A2. Each log-marginal log} \ell_i(s_t|\theta_j) \text{has a bounded variance.} \]

The probability triple \((\Omega, \mathcal{F}, \mathbb{P}^{\theta^*})\) is defined such that \( \Omega = (\otimes_{i=1}^n S_i)\mathbb{N} \), \( \mathcal{F}_t \) is the smallest \( \sigma \)-field containing the information about all agents up to time \( t \), and \( \mathbb{P}^{\theta^*} \) is the true probability measure with respect to \( \Omega \) with \( \mathbb{E}^* \) being its corresponding expectation operator. \( \mathbb{N} \) represents the natural numbers and \( \mathcal{F} = \cup_{t=1}^\infty \mathcal{F}_t \).

Definition 1: Agent \( i \in V \) asymptotically learns the true parameter \( \theta^* \) on a path \( \{s^i_t\}_{t=1}^\infty \) if, along that path, \( \mu_{i,t}(\theta^*) \to 1 \) as \( t \to \infty \).

The definition is intuitive as learning occurs when agents assign probability one to the unique true parameter.

B. Time Model and Communication Structure

The interaction between agents is captured by an undirected graph \( G = (V, E) \), where \( V \) is the set of agents and if there is a link between agent \( i \) and agent \( j \), the pair \( \{i, j\} \) belongs to the set \( E \). We let \( N_i = \{j \in V : \{i, j\} \in E\} \) be the set of neighbors of agent \( i \).

Agents communication conforms to an invariant gossip algorithm [22], wherein each node has a clock which ticks according to a rate 1 Poisson process. Equivalently, there is a single global clock which ticks according to a rate \( n \) Poisson process at times \( T_t \), where \( \{T_t - T_{t-1}\} \) are i.i.d. exponential random variables with rate \( n \). In the analysis, we use the index \( t \) to refer to the \( t \)-th time slot \( [T_{t-1}, T_t) \), \( t \geq 0 \). At each tick \( T_t \) of the global clock, agent \( I_t \in V \) is picked uniformly at random. Then, it contacts a neighbor \( J_t \in V \) with probability \( P_{I_t,J_t} \), and they update their belief. Denoting the communication matrix by \( W(t) \), this amounts to \( W(t) \) taking the form

\[ W(t) = I - \frac{(e_{I_t} - e_{J_t})(e_{I_t} - e_{J_t})^T}{2}, \]

with probability \( \frac{1}{n} P_{I_t,J_t} \), where \( e_i \) is the \( i \)-th unit vector in the standard basis of \( \mathbb{R}^n \). Hence, the matrix \( P = [P_{ij}] \) has nonnegative entries and \( P_{ij} > 0 \) only if \( \{i, j\} \in E \). By definition, \( P \) is row stochastic with largest eigenvalue \( 1 \). We assume

\[ \text{A3. The network is connected } i.e., \text{, there exists a path from any agent } i \text{ to any agent } j, \text{ and the second largest eigenvalue of } \mathbb{E}[W(t)] \text{ is strictly less than one in magnitude.} \]

The connectivity constraint in assumption (A3) guarantees the information flow in the network. The assumption, for instance, holds if the underlying structure of the network is connected and nonbipartite.

C. Problem Setup and Formulation

The MLE problem of finding the likeliest true state, can be formulated in terms of a belief vector \( \mu \) as the following

---

1We will see that this assumption is just for dealing with log-likelihood functions and technical issues; otherwise, we only need strict positivity of beliefs over the true state.
optimization
\[
\max_{\mu \in \Delta \Theta} \left\{ f(\mu) \triangleq \mu^T \sum_{i=1}^n E^*_i \left[ \log \ell_i(s_i|\theta) \right] \right\}, \tag{1}
\]
with \( \mu^* \) being its optimal solution. In the next section we discuss that a regularization term can be added to the objective function of (1) or used as a common proximal function among the agents. Alternatively, one might cast (1) as a quest for finding the MLE solution
\[
\theta^* = \arg\max_{\theta \in \Theta} \left\{ E^{*}_i \left[ \log \ell_i(s_i|\theta) \right] \right\}. \tag{2}
\]
The equivalence of (1) and (2) follows immediately from the independence of agents observations, and the global identifiability of \( \theta^* \) (assumption A1) which guarantees that (1) has a unique maximizer. In the sequel, without loss of generality, we assume the components of the vector \( E^*_i \log \ell_i(s_i|\theta) \) are in descending order, i.e.
\[
E^*_i \log \ell_i(s_1|\theta) > E^*_i \log \ell_i(s_2|\theta) \geq \ldots \geq E^*_i \log \ell_i(s_m|\theta), \tag{3}
\]
where the strict inequality on the left-hand side of (3) is due to uniqueness of \( \theta^* = \theta_1 \). Hence, \( \theta_1 \) is the unique true state that is aimed to be recovered, and \( \mu^* = e_1 \).

III. BAYESIAN ESTIMATION VIA NESTEROV’S DUAL AVERAGING

The learning problem formulated in (1) is a maximization over a closed convex set, so the structure of the problem allows us to apply a distributed generalization of the centralized dual averaging method proposed in [21]. First, however, we show how Bayesian learning can be viewed with an optimization lens.

A common approach to tackle problem (1) is to consider the empirical average as the cost function, and solve the online stochastic learning problem. To this end, we employ a regularized dual averaging scheme generating a sequence of iterates \( \{\mu_t, z_t\}_{t=0}^\infty \), where \( \mu_t \in \Delta \Theta \) and \( z_t \in \mathbb{R}^m \). At time period \( t \) the algorithm receives \( g_t \), the stochastic gradient of the objective function, and performs the following set of centralized updates:
\[
z_{t+1} = z_t + g_t \quad \text{and} \quad \mu_{t+1} = \arg\max_{\Delta \Theta} \left\{ \psi(z_t, \alpha) \right\} = \arg\min_{x \in \Delta \Theta} \left\{ -x^T z_t + \sum_{j=1}^m \psi_j \log \frac{x_j}{\mu_{t,j}} \right\}, \tag{4}
\]
where \( \alpha \) is a non-increasing sequence of positive stepsize, \( \psi(.) \) is a so called proximal function, and
\[
\psi(z, \alpha) \triangleq \arg\min_{x \in \Delta \Theta} \left\{ -< z, x > + \frac{1}{\alpha} \psi(x) \right\}, \tag{5}
\]
with \( < z, x > \) being the standard inner product in the space of \( \mathbb{R}^m \).

The dual update \( z \), essentially integrates the stochastic gradients, and the second update projects the integration on the feasible set while regularizing the projection using a proximal function.

A particularly relevant example of a proximal function is the Kullback-Leibler (KL) divergence (also known as relative entropy) from an initial belief \( \mu_0 \) defined as [23]:
\[
\psi(x) = D_{\text{KL}}(x||\mu_0) \triangleq \sum_{i=1}^m x_i \log \frac{x_i}{\mu_0(\theta_i)}, \tag{6}
\]
for any \( x \in \Delta \Theta \), where \( x_i \) is the \( i \)-th component of the vector \( x \). It is straightforward to verify that KL divergence from \( \mu_0 \) is strongly convex with respect to the \( \ell_1 \)-norm on the probability simplex \( \{x|x \geq 0, \sum_{i=1}^m x_i = 1\}^2 \).

The following proposition shows how the set of updates (4) equipped with the KL divergence could be viewed as an optimization counterpart of Bayesian rule.

Proposition 2: Given update rules (4) with stepsize sequence \( \{\alpha_t\}_{t=0}^\infty \), using KL divergence as the proximal function, following the stochastic gradient at each time period \( t \), and letting \( z_0 = 0 \), we obtain the Bayes rule as
\[
\mu_t(\theta) = \frac{\mu_{t-1}(\theta) \odot \ell(s^t|\theta)}{\sum_{j=0}^m \mu_{t-1}(\theta_j) \ell(s^t|\theta_j)}, \tag{7}
\]
where \( \odot \) is component-wise multiplication.

Proof: To solve (1) with updates (4), since the stochastic gradient is \( g_t = \sum_{j=1}^m \ell_j(s_j^t|\theta) \), performing the first update, we have
\[
z_t = \sum_{t=1}^m \sum_{j=1}^m \ell_j(s_j^t|\theta) = \sum_{t=1}^m \ell(s^t|\theta).
\]
Using \( \psi(x) = \sum_{j=1}^m x_j \log \frac{x_j}{\mu_{t,j}} \) as the proximal function, we need to solve
\[
\mu_t = \arg\min_{x \in \Delta \Theta} \left\{ -x^T z_t + \sum_{j=1}^m x_j \log \frac{x_j}{\mu_{t,j}} \right\}, \tag{8}
\]
Leaving the positivity constraint implicit, we can write (8) as the maximization of the following Lagrangian
\[
L(x, \lambda) = x^T \sum_{t=0}^{t-1} \ell(s^t|\theta) - \sum_{j=1}^m x_j \log \frac{x_j}{\mu_{t,j}} + \lambda(x^T 1 - 1), \tag{9}
\]
where \( 1 \) is the vector of all ones. Differentiating (9) we get
\[
\frac{\partial}{\partial x_j} L(x, \lambda) = \sum_{t=0}^{t-1} \ell(s^t|\theta_j) - \log x_j + \log \mu_{t,j} - 1 + \lambda \tag{10}
\]
\[
\frac{\partial}{\partial \lambda} L(x, \lambda) = x^T 1 - 1. \tag{11}
\]
Setting the above equations to zero, we get
\[
x = \exp^{\lambda-1} \mu_0 \odot \prod_{t=0}^{t-1} \ell(s^t|\theta) \tag{10}
\]
\[
x^T 1 = 1, \tag{11}
\]
and replacing \( x \) in (11) by (10) we have
\[
\exp^{\lambda-1} = \frac{1}{\sum_{j=1}^m \mu_{t,j} \prod_{t=0}^{t-1} \ell(s^t|\theta_j)}, \tag{12}
\]
\footnote{At origin we consider the limit; in other words, we define \( 0 \log(0) = 0 \).}
Hence, by (10) and (12) we have
\[
\mu_t(\theta) = \mu_0(\theta) \odot \prod_{\tau=0}^{t-1} \ell(s_\tau | \theta) \sum_{j=1}^{m} \mu_0(\theta_j) \prod_{\tau=0}^{t-1} \ell(s_\tau | \theta_j),
\]
and (7) follows by compositionality of the above equation.

We derived a closed-form solution for \( \mu_t(\theta) \) that essentially performs the Bayesian update; each agent aggregates information up to time \( t \), and then, infers the posterior from prior. One can prove the almost sure convergence of \( \mu_t(\theta) \) combining the arguments in [24] and [8]. However, we are interested in solving (1) in a decentralized manner, and we only use a generalized result of Proposition 2 later.

IV. DISTRIBUTED STOCHASTIC LEARNING

We now show that the centralized optimization studied in the previous section can be distributed over the network. Contrary to the centralized algorithm, each agent \( i \in V \), at \( t \)-th slot only observes \( g_{i,t} \), the stochastic gradient of its associated log-likelihood function, while it does not have access to the signals of other agents. The communication structure is based on a randomized gossip scheme. Let the global Poisson clock at the beginning of the \( t \)-th slot tick for agent \( i \) (with probability \( \frac{1}{n} \)), and let agent \( i \) contact a neighboring node \( j \) (with probability \( P_{ij} \)). Then, agents \( i \) and \( j \) average their accumulated observations from previous slots, and add their new stochastic gradients to form the following online updates
\[
z_{i,t+1} = \frac{z_{i,t} + z_{j,t}}{2} + g_{i,t} \quad \text{and} \quad z_{j,t+1} = \frac{z_{i,t} + z_{j,t}}{2} + g_{j,t},
\]
while in that slot, any other agent \( k \not\in \{i, j\} \) does not contact its neighbors, and only follows its own stochastic gradient \( g_{k,t} \), so we have
\[
z_{k,t+1} = z_{k,t} + g_{k,t}. \tag{13}
\]
Having updated their observations, all agents calculate their estimates
\[
\mu_{i,t+1}(\theta) = \prod_{\Delta \theta}^\psi (z_{i,t+1}, \alpha_t), \tag{15}
\]
where \( \prod_{\Delta \theta}^\psi (z, \alpha) \) is previously defined in (5). Letting
\[
Z_t = \begin{pmatrix} z_{1,t} \\ z_{2,t} \\ \vdots \\ z_{n,t} \end{pmatrix} \quad \text{and} \quad G_t = \begin{pmatrix} g_{1,t} \\ g_{2,t} \\ \vdots \\ g_{n,t} \end{pmatrix},
\]
the set of updates (13) and (14) can be represented in the matrix form as follows
\[
Z_{t+1} = \tilde{W}(t) Z_t + G_t, \tag{16}
\]
where \( \tilde{W}(t) = W(t) \otimes I_{m \times m} \), and the random matrix \( W(t) \) with probability \( \frac{1}{n} P_{ij} \) takes the form
\[
W(t) = I - \frac{(e_i - e_j)(e_i - e_j)^T}{2}. \tag{17}
\]
We use the above distributed stochastic scheme to optimize (1) equipped with the KL divergence defined in (6). It is noteworthy that in the distributed setting, employing the KL divergence from the initial belief, each agent exhibits inertia to a default opinion over the states. We prove in the next lemma that \( \mu_{i,t}(\theta) \) preserves a Bayes-like evolution.

**Lemma 3:** Given the set of update rules (13)-(14)-(15) with stepsize sequence \( \{\alpha_t\} = \{1\} \), following its stochastic gradient \( g_{i,t} = \log \ell_i(s_i^t | \theta) \) at \( t \)-th time period, if we let \( z_{i,0} = 0 \), agent \( i \)'s estimator evolves as
\[
\mu_{i,t}(\theta) = \frac{\mu_{i,0}(\theta) \odot \exp[t\Phi_{i,t}(\theta)]}{\sum_{j=1}^{m} \mu_{i,0}(\theta_j) \exp[t\Phi_{i,t}(\theta_j)]}, \tag{18}
\]
where
\[
\Phi_{i,t}(\theta) = \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{k=1}^{n} \left( \prod_{\rho=1}^{t-\tau} \tilde{W}(t-\rho) \right) \log \ell_k(s_k^\tau | \theta). \tag{19}
\]
**Proof:** The discrete-time linear system (16) has the closed-form solution
\[
Z_t = \left( \prod_{\rho=1}^{t} \tilde{W}(t-\rho) \right) Z_0 + \sum_{\tau=0}^{t-1} \left( \prod_{\rho=1}^{t-\tau} \tilde{W}(t-\rho) \right) G_{\tau}.
\]
Letting \( Z_0 = 0 \), since \( \tilde{W}(t) = W(t) \otimes I_{m \times m} \), by basic properties of Kronecker product, we can extract \( z_{i,t} \) from \( Z_t \) for each \( i \) to get
\[
z_{i,t} = \sum_{\tau=0}^{t-1} \sum_{k=1}^{n} \left( \prod_{\rho=1}^{t-\tau-1} \tilde{W}(t-\rho) \right) \log \ell_k(s_k^\tau | \theta) = t \Phi_{i,t}(\theta).
\]
We now need to solve (15) to complete the proof. The argument follows in the same fashion as Proposition 2. Forming the Lagrangian as in (9), writing the first order conditions using \( z_{i,t} \) derived above, and following the same steps as in (10), (11) and (12), the closed-form solution (18) follows immediately.

Equation (18) shows that at each time period \( t \geq 0 \), the set of distributed update rules (13)-(14)-(15) construct a *Gibbs distribution* over the states. As we shall see in the next subsection, \( \Phi_{i,t}(\theta) \) plays a key role on the convergence of the sequence of distributions generated over time.

**A. Convergence Analysis**

We now exhibit that aggregating information over time, agents have arbitrarily close opinions in a connected network. This is captured by the fact that the limit of (19) is independent of \( i \) which indexes agents. In this direction, we study the limit behavior of (19) in the following lemma.

**Lemma 4:** Under assumptions (A2) and (A3), the vector \( \Phi_{i,t}(\theta) \) defined in (19) converges in the probability sense as follows
\[
\Phi_{i,t}(\theta) \xrightarrow{p} \Phi_\infty(\theta) = \frac{1}{n} \sum_{k=1}^{n} E_{z_k}[\log \ell_k(s_k | \theta)].
\]
**Proof:** The sequence \( \{W(t)\}_{t=0}^\infty \) is doubly stochastic, and the product term in \( \Phi_{i,t}(\theta) \) preserves doubly stochasticity, so for any \( j \in \{1, 2, \ldots, m\} \) we have
\[
\text{Regardless of the zero initial value, all the results hold asymptotically, and this condition only simplifies our derivation.}
\]
\[
\text{var}[\Phi_{i,t}(\theta_j)] = \frac{1}{t^2} \sum_{\tau=0}^{t-1} \sum_{k=1}^{n} \left( \prod_{\rho=1}^{t-1-\tau} W(t-\rho) \right)^2 \text{var}[\log \ell_k(s_k|\theta_j)] \\
\leq \frac{1}{t} \sum_{k=1}^{n} \text{var}[\log \ell_k(s_k|\theta_j)].
\]

Hence, bounded variance assumption (A2) guarantees \( \Phi_{i,t}(\theta) - \mathbb{E}[\Phi_{i,t}(\theta)] \to_p 0 \). It can be shown [22] that
\[
\mathbb{E}[W(t)] = \mathbb{E}[W(0)] = I - \frac{1}{2n} D + \frac{P + P^T}{2n},
\]
where the diagonal matrix \( D \) is of the form \( D_i = \sum_{j=1}^{n} [P_{ij} + P_{ji}] \). The fact that the sequence \( \{W(t)\}_t \) is i.i.d. and doubly stochastic, and the second largest eigenvalue of \( \mathbb{E}[W(t)] \) is less than one in magnitude (A3), entails [25]
\[
W(t)W(t-1)...W(1) \to \frac{1}{n} I,
\]
almost surely, which results in
\[
\mathbb{E} \Phi_{i,t}(\theta) = \sum_{k=1}^{n} \frac{1}{n} \sum_{r=0}^{t-1} \sum_{\tau=1}^{t-1-r} W(t-\rho) \mathbb{E}_{\nu_k} \log \ell_k(s_k|\theta)[\theta] \\

\to \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}_{\nu_k} \log \ell_k(s_k|\theta),
\]
where we used the fact that Cesàro mean preserves the limit.

There is an interesting connection between the previous lemma and the distributed MAP algorithm proposed in [7] where authors establish that the point maximizer of \( \Phi_{i,t}(\theta) \) over \( \Theta \) converges in probability to \( \theta^* \) in a strongly connected network. However, we still need to demonstrate that the estimator \( \mu_{i,t}(\theta) \) is weakly consistent for any agent \( i \). To this end, we prove that applying a Bayes-like update in the same time-scale of receiving \( z_{i,t} \), the belief vector \( \mu_{i,t}(\theta) \) converges in probability to the unique maximizer of (1) which is a Dirac distribution over \( \theta^* \).

**Theorem 5:** Given conditions in the Lemmas 3 and 4, agent \( i \)’s estimator is weakly consistent, that is, \( \mu_{i,t}(\theta) \overset{p}{\to} \mu^* = e_1 \) as \( t \to \infty \).

**Proof:** We have the explicit form of the estimator \( \mu_{i,t} \) according to Lemma 3. Therefore,
\[
\mu_{i,t}(\theta^* = \theta_1 = \frac{\mu_{i,0}(\theta_1) \exp[t\Phi_{i,t}(\theta_1)]}{\sum_{j=1}^{n} \mu_{i,0}(\theta_j) \exp[t\Phi_{i,t}(\theta_j)]} \\
= \left( 1 + \sum_{j \geq 2} \frac{\mu_{i,0}(\theta_j)}{\mu_{i,0}(\theta_1)} \exp[t\Phi_{i,t}(\theta_j) - t\Phi_{i,t}(\theta_1)] \right)^{-1}.
\]

Under purview of Lemma 4 and equation (3), \( \Phi_{i,t}(\theta_1) - \Phi_{i,t}(\theta_j) \) converges to a negative number for any \( j \geq 2 \), and hence \( \mu_{i,t}(\theta_j) \overset{p}{\to} 1 \). The fact that \( \mu_{i,t}(\theta_j) \in \Delta \Theta \) implies that \( \mu_{i,t}(\theta) \overset{p}{\to} \mu^* = e_1 \).

Theorem 5 too underscores the trade-off between the adaptation and learning in the network. In many distributed optimization settings the stepsize sequence must vanish to allow nodes to reach consensus. However, the result of Theorem 5 holds for unit stepsize sequence which guarantees learning even under continuous information injection to the network. This stems from the fact that the algorithm allows \( z_{i,t} \) to grow unboundedly in each direction, while it lets the true state to be the influential component by having the largest exponential rate in the generated Gibbs distribution.

**B. Learning Rate Analysis**

In this section we characterize the convergence rate of the estimator \( \mu_{i,t}(\theta) \). More specifically, we prove that convergence occurs exponentially fast with a rate dependent on the average expected discrimination information for \( \theta_1 = \theta^* \) over \( \theta_2 \), where \( \theta_2 \) is the state with the second largest expected log-likelihood (3).

**Definition 6:** The expected discrimination information of agent \( i \) for \( \theta_1 = \theta^* \) over any \( \theta_j \) is
\[
D_{KL}(\ell_i(.|\theta_1)||\ell_i(.|\theta_j)) := \mathbb{E}_{\nu_i} \left[ \log \frac{\ell_i(s_i|\theta_1)}{\ell_i(s_i|\theta_j)} \right].
\]

Denoting by \( D(\theta_j) \), the average expected discrimination information for \( \theta_1 = \theta^* \) over \( \theta_j \) is defined as
\[
D(\theta_j) := \frac{1}{n} \sum_{i=1}^{n} D_{KL}(\ell_i(.|\theta_1)||\ell_i(.|\theta_j)).
\]

As an immediate consequence of the definition above, one can see from Lemma 4 that \( D(\theta_j) = \Phi_{\infty}(\theta_1) - \Phi_{\infty}(\theta_j) \) for any \( j \geq 1 \), and \( D(\theta_1) = 0 \).

**Theorem 7:** Given conditions in the Lemmas 3 and 4, for any \( \epsilon > 0 \) and \( t \) large enough, the estimator \( \mu_{i,t}(\theta_1) \) can be bounded as
\[
|\mu_{i,t}(\theta_1) - 1| \leq K \exp[-(D(\theta_2) + \epsilon) t],
\]
with probability at least \( 1 - \delta(\epsilon, t) \), where \( K \) is a constant.

**Proof:** Following the lines in the proof of Theorem 5, we have
\[
\mu_{i,t}(\theta_1) = \left( 1 + \sum_{j \geq 2} \frac{\mu_{i,0}(\theta_j)}{\mu_{i,0}(\theta_1)} \exp[t\Phi_{i,t}(\theta_j) - t\Phi_{i,t}(\theta_1)] \right)^{-1} \geq 1 - \sum_{j \geq 2} \frac{\mu_{i,0}(\theta_j)}{\mu_{i,0}(\theta_1)} \exp[t\Phi_{i,t}(\theta_j) - t\Phi_{i,t}(\theta_1)],
\]
where in the last step we used the inequality
\[
1 - \lambda \leq (1 + \lambda)^{-1} \quad \forall \lambda \geq 0.
\]

Letting \( b_j :\Phi_{i,t}(\theta_j) - \Phi_{\infty}(\theta_j) \), we derive
\[
|\mu_{i,t}(\theta_1) - 1| \leq \sum_{j \geq 2} \frac{\mu_{i,0}(\theta_j)}{\mu_{i,0}(\theta_1)} \exp[t\Phi_{i,t}(\theta_j) - t\Phi_{i,t}(\theta_1)] \\
\leq \max_k \frac{\mu_{i,0}(\theta_k)}{\mu_{i,0}(\theta_1)} \sum_{j \geq 2} \exp[-D(\theta_j) + b_j - b_1] t] \\
= \max_k \frac{\mu_{i,0}(\theta_k)}{\mu_{i,0}(\theta_1)} \sum_{j \geq 2} \exp[-D(\theta_j) + b_j - b_1] t].
\]
One can see in the proof of Lemma 4 that \( \text{var}[\Phi_{i,t}(\theta_j)] \) decays with a rate \( C/t \) for some constant \( C > 0 \); hence, for any \( \epsilon > 0 \) and \( j \geq 1 \), by Chebyshev’s inequality we obtain

\[
P(|b_j| \geq \epsilon) \leq \frac{C}{\epsilon^2t}.
\]

Combining with \( D(\theta_m) \geq ... \geq D(\theta_2) > D(\theta_1) = 0 \) by (3), for any \( \epsilon > 0 \) and \( t \) large enough, we have

\[
|\mu_{i,t}(\theta_1) - 1| \leq \max_k \frac{\mu_{i,0}(\theta_k)}{\mu_{i,0}(\theta_1)} \sum_{j \geq 2} \exp\left[-D(\theta_2) + 2\epsilon t\right] = (m - 1) \max_k \frac{\mu_{i,0}(\theta_k)}{\mu_{i,0}(\theta_1)} \exp[-D(\theta_2) + 2\epsilon t],
\]

with probability at least \( 1 - \frac{C}{\epsilon^2t} \). Hence, the constants in (21) are determined as

\[
K = (m - 1) \max_k \frac{\mu_{i,0}(\theta_k)}{\mu_{i,0}(\theta_1)} \quad \text{and} \quad \delta(\epsilon, t) = \frac{4C}{\epsilon^2t},
\]

and we are done.

Theorem 7 suggests that the proposed distributed stochastic learning method in (13)-(14)-(15) converges exponentially fast with high probability. Moreover, agents learn the true state with a rate dependent on the KL divergence of observations under the true state from observations under the second likeliest state. This, indeed, stresses the efficiency of the algorithm.

V. CONCLUSION

We studied a distributed parameter estimation problem over networks when agents receive a sequence of i.i.d. signals but the signals are not informative enough to identify the true parameter. Using a randomized, gossip dual averaging, agents aggregate local log-likelihood functions, and then perform a Bayes-like update on the averaged information to collectively recover the truth. Assuming connectivity of the network and global identifiability of the true state, we showed that agents beliefs reach consensus and collapse to a degenerate distribution over the true parameter, and with high probability the convergence is exponentially fast. We also proved that the rate of exponential depends on the KL divergence of observations under true state from observations under second likeliest state. As a salient feature of the algorithm, we showed that contrary to other stochastic gradient descent methods, the stepsize can be chosen to be fixed and set to 1. Future directions include addition of dynamics to the parameter and relaxing the independence conditions on observations as well as specialization to the Gaussian case, where one only needs to update the mean and variance.
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