Model-free control of a 3-DOF piezoelectric nanopositioning platform


Abstract—A model-free controller is designed for a nanopositioning platform with three degrees of freedom. The system is specially difficult to control because of the coupling between the different movements and the hysteresis present in the piezoelectric actuators. The authors propose a control design methodology based on the so called ultra-local system description. The developed controller has been implemented and validated on a real test bench and it has proven a good performance in handling the nonlinearities and uncertainties present in the platform.

I. INTRODUCTION

The control of nonlinear systems is a difficult task, normally requiring the experimental validation of complex mathematical models as a basis for the controller design. Given the difficulties arising from the identification of these representations, many efforts have been carried out in the last years for the development of model-free control techniques. In this connection, there are different methods that do not require detailed mathematical descriptions of the system, as some ILC approaches [8] (Iterative Learning Control), or the methods based on function approximators (FA). Different types of FA are: fuzzy representations [13], neural networks [2][1], splines, wavelets networks, trigonometric series or polynomials [15], among others. Of special interest are the ultra-local representations [3][4][5] because of their simplicity and direct control application. This method has been successfully used in electronic applications [10] or robotic devices [16][17], and has been applied in delayed and non-minimum phase systems [11][12].

In the current work, a controller based on the ultra-local representation is proposed for positioning a three-axis nanopositioning platform and it is experimentally proven its capability to handle the coupled effects between the actuation lines and the hysteresis of the piezoelectric actuators. For the design of the model-free control, we propose a new design methodology that considers different estimation procedures for the main parameters of the controller.

In the next section, the nanopositioning system is described. In Section 3 the model-free controller is introduced, and the design methodology is presented in the Section 4. Its experimental performance is described in the Section 5 and the conclusions are summarized in the Section 6.

Fig. 1. Positioning platform used for the control implementation and detail of one actuation line.

II. DESCRIPTION OF THE PLATFORM

The nanopositioning platform in the Figure 1 is intended for generating accurate displacements in z and rotations around x and y axes by means of the actuation lines a, b and c. The actuation lines are shifted 120 degrees and follow the tripod structure described in [14]. The Figure 1 shows the detail of one actuation line j. The actuator between P1,j and P2,j moves parallel to the horizontal plane and the actuation direction is modified by the lever at P3,j. The pillar between P4,j and P5,j transmits the vertical displacement to the upper platform.

The piezoelectric actuator APA-120ML from Cedrat Group is used. The only sensors available are three embedded strain gauge sensors in the actuation lines (from now on SGS).

A. Mathematical description of the system

Although the proposed control does not need to have a detailed model of the system, the mathematical derivation of its representation is slightly outlined. The complete derivation can be found in [14]. This representation will permit to understand the assumptions considered for obtaining the ultra-local model in the Section 3. The system model is defined by:

- States: position (z), velocity (˙z) of the upper platform in the three degrees of freedom, and charge (q) in the
three piezoelectric actuators:
\[
z = \begin{pmatrix} z_1 \\ \theta_x \\ \theta_y \end{pmatrix}, \quad 5 = \begin{pmatrix} b_{5} \\ 0 \\ 0 \\ 0 \\ b_{5} \\ 0 \end{pmatrix}, \quad k = \begin{pmatrix} k_{b_{5}}, x \\ k_{b_{5}}, xy \\ k_{b_{5}}, y \end{pmatrix}
\]

From now on, subindices \(a, b\) and \(c\) refer to the actuation lines in the Figure 1.

- System inputs: the input voltage to the three actuators \(a, b, c\):

\[
v = \begin{pmatrix} V_a \\ V_b \\ V_c \end{pmatrix}
\]

The representation of the complete system is sequentially obtained by defining the behaviour of each single actuation line and finally coupling them using the rotation of the upper platform and the dynamic loads. In the actuation line \(j\) assuming small displacements of the actuator \(\delta_j\), the angles \(\alpha_i,j\) of each joint \(P_i,j\) are (Figure 2):
\[
\begin{align*}
\alpha_{1,j} &\approx \alpha_{5,j} \approx 0 \\
\alpha_{3,j} &\approx \alpha_{4,j} \approx \alpha_{3,j} \\
\alpha_{2,j} &\approx t_4 \sin(\pi/2 - \beta)
\end{align*}
\]

With \(t_4 = \sqrt{t_3^2 + \alpha^2}\). The Figure 2 shows the main parameters of the line. The relationship between \(\delta_{p,j}\), the deformation at a definite voltage if no load is applied on the actuator \(j\), and the displacement \(x_j\) is obtained as:
\[
x_j = A_1 \delta_{p,j} - A_2 F_j
\]

Where,
\[
A_1 = \frac{k_{c1}a_{m}b_{5}}{k_{c1}a_{m}a_{m}^{2} + (k_{c2} + k_{c3} + k_{c4})} \\
A_2 = \frac{1}{k_{c1}a_{m}a_{m}^{2} + (k_{c2} + k_{c3} + k_{c4})} \\
a_{m} = t_4 \sin(\pi/2 - \beta) \\
k_{c1} = \frac{1}{k_{c1}a_{m} + k_{c2} + \frac{1}{k_{p}}}, k_{c3} = \frac{1}{k_{c1}a_{m} + k_{c3} + k_{b_{5}}}
\]

In the expressions above, \(k_{c1}\) is the equivalent stiffness in the horizontal bar, and \(k_{c3}\) is the stiffness of the pillar. \(k_{a_i}\) and \(k_{b_{5}}\) represent the axial and rotation stiffness of joint \(i\). \(k_{p}\) is the stiffness of the actuator. The free displacement of the piezoelectric actuator can be simplified as:
\[
\delta_{p,j} = a_{pzt} q_j
\]

Where \(a_{pzt}\) is the electromechanical transformation factor of the actuator (without considering hysteresis).

The force applied at the actuator \(j\) \((F_{1,j})\) because of the displacement \(x_j\) and the load \(F_j\) is:
\[
F_{1,j} = B_1 F_j + B_2 x_j
\]

Where,
\[
B_1 = \frac{b}{a} + \frac{1}{b_{5}a_{m}} (k_{b_{2}} + k_{b_{3}} + k_{b_{4}}) \\
B_2 = \frac{1}{b_{5}a_{m}} (k_{b_{2}} + k_{b_{3}} + k_{b_{4}})
\]

The coupling between the three actuation lines is obtained by the relative transformation between the degrees of freedom of the platform and the vertical movement of the three actuation lines \((a, b, c)\):
\[
f = T_f f_{abc}, \quad z = (T_f^T)^{-1} x_{abc}
\]

With,
\[
M = \begin{pmatrix} M & 0 & 0 \\ 0 & J_x & 0 \\ 0 & 0 & J_y \end{pmatrix}, \quad D = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} T_{1 \times 2} \quad -T_{a_{5}} K_{a_{5}} T_{a_{5}}
\]

Where,
\[
C_v = \begin{pmatrix} c_{v,z} & 0 & 0 \\ 0 & c_{v,\theta_x} & 0 \\ 0 & 0 & c_{v,\theta_y} \end{pmatrix}
\]

The coupling of the upper platform by the dynamic loads and the rotation angles \(\theta_x\) and \(\theta_y\) is:
\[
f = M \ddot{z} + C_v \dot{z} + Dz
\]
M stands for an inertia matrix in the three degrees of freedom (mass $M$ and rotation inertias $J_x$ and $J_y$), $c_{v,z}$, $c_{v,\theta x}$, $c_{v,\theta y}$ are the viscous friction terms in the three degrees of freedom, and $D$ is the stiffness associated with the link 5 (Figure 2). $k_{b5,x}$, $k_{b5,y}$ are the stiffness of the link 5 in the local axis (Figure 2), $k_{b5,xy}$ is the coupled stiffness. $\delta_{p,j}$ can be related with the electrical charge $q_j$ in the actuator $j$ (5) which depends on the input voltage by:

$$\dot{q}_j = \frac{1}{R_e} \left(V_j - \frac{q_j}{C} + a_{pzt} F_{1,j}\right)$$  \hspace{1cm} (13)

where,

- $V_j$ : voltage applied to the actuator $j$ \([V]\)
- $q_j$ : charge in the piezoelectric capacitor $j$ \([C]\)
- $R_e$ : electric resistance from amplifier to actuator \([\Omega]\)
- $C$ : capacitance value of the actuator \([F]\)

Combining (4), (7), (11) and (13) the obtained state space representation is:

$$\begin{pmatrix}
\dot{x} \\
\dot{z} \\
\dot{q}
\end{pmatrix} =
\begin{pmatrix}
0_{3\times3} & 1_{3\times3} & 0_{3\times3} \\
-H_1 & -H_2 & -H_3 \\
H_4 & H_5 & H_6
\end{pmatrix}
\begin{pmatrix}
x \\
z \\
q
\end{pmatrix}
+ \begin{pmatrix}
0_{3\times3} \\
H_7 \\
H_7
\end{pmatrix}
v
= A_s x_s + B_s v$$  \hspace{1cm} (14)

With,

$$\begin{align*}
H_0 &= a_{pzt} B_1 T_f^{-1} \\
H_1 &= (A_2 T_f^{-1} M)^{-1} \left(T_f^T + A_2 T_f^{-1} D\right) \\
H_2 &= (A_2 T_f^{-1} M)^{-1} A_2 T_f^{-1} C_v \\
H_3 &= (A_2 T_f^{-1} M)^{-1} a_{pzt} \\
H_4 &= R_c^{-1} \left(a_{pzt} B_2 T_f^T + H_0 D - H_0 MH_1\right) \\
H_5 &= R_c^{-1} (H_0 C_v - H_0 MH_2) \\
H_6 &= R_c^{-1} (-C - H_0 MH_3) \\
H_7 &= R_c^{-1}
\end{align*}$$  \hspace{1cm} (15)

$A_1, A_2, B_1, B_2, R_c, C$ and $a_{pzt}$ are diagonal matrices with the diagonal terms equal to the scalar value of the same name.

As observed in the previous expressions, the application of the complete mathematical model requires the knowledge of an important number of parameters: electrical and mechanical characteristics of the actuator; inertia, stiffness and damping in the different actuation lines and the upper platform; geometry of the lay-out. Many of these parameters are not easy to obtain, specially if the platform has been designed by an external supplier. This would be the case of the individual stiffness of the different flexures, or the exact dimensions of the different elements for obtaining the geometrical relationships. Other parameters are not available, even if the platform is designed and mounted by the same group, like the damping coefficients in the different degrees of freedom. And there is still another important factor that complicates the availability of all the parameters in the model: the existence of nonlinearities and time-varying parameters. The most important examples are the hysteresis present in the actuators, and the coupling between the actuation lines. For all these reasons, a model-free control approach is specially appealing.

### III. MODEL-FREE CONTROL

A block diagram of the control strategy is shown in the Figure 3 and includes three local controllers, one for each actuation line. The control takes as input the reference trajectory $x^r$ and the displacement measured in the SGSs for calculating the control command. The displacement of the actuation line is estimated as:

$$x_{j} = k_{SGS} x_{SGS,j}$$  \hspace{1cm} (16)

with $k_{SGS}$ the gain of the sensor.

In order to transform the reference trajectory in the global coordinates $z^r$ to the local coordinates $x^r$, the relationship (9) is used. The detail of the control implementation is given in the next subsections.

#### A. Local control of the actuation lines

The proposed control for each actuation line is an adaptive PI (a-PI) according to [10]. This approach is based on the so-called **ultra-local** representation which assumes that the system in a definite instant can be expressed as:

$$x_{j}^n = \alpha V_{j} + S_{j}$$  \hspace{1cm} (17)

where,

- $x_j^n$ : $n$-th derivative of the displacement of the $j$ actuator, with $j = a, b, c$ \([m/s^n]\)$
- $V_j$ : voltage command in the actuation line $j$, for $j = a, b, c$ \([V]\)$
- $\alpha$ : gain parameter representing the sensitivity of $x_j^n$ to the input $V_j$ \([m/(s^n V)]\)$
- $S_j$ : structural parameter of the unknown system, with $j = a, b, c$ \([m/s^n]\)$

As the three actuation lines are mechanically the same, the value of $\alpha$ is assumed the same for the three of them. For the positioning platform, we define $n = 1$. To understand this selection and its limitations, we combine (4) and (6):

$$x_j = A_1 a_{pzt} q_j - A_2 F_j$$  \hspace{1cm} (18)
By neglecting the direct piezoelectric effect (induced voltage due to mechanical loads), and assuming the electrical response time of the piezoelectric actuators much faster than the mechanical one, (13) can be simplified as:

$$V_j = \frac{q_j}{C}$$  

(19)

And therefore (18) is rewritten as:

$$x_j = A_1 a_{pzt} CV_j - A_2 F_j$$  

(20)

$F_j$ is calculated using (9) and (11). For slow movements, the acceleration term can be neglected and $F_j$ results in:

$$F_j = (T_{f,ij})^{-1} \left( C_{\nu,ij} (T_{f,ij})^{-1} \dot{x}_i + D_{ij} (T_{f,ij})^{-1} x_i \right)$$  

(21)

(21) can be rewritten as an ultra-local model with a constant parameter $\alpha$:

$$\dot{x}_j = \frac{\alpha V_j + S_j a_{pzt} C}{(A_2 C_s)/(9 + (A_2 C_s)/(9 r^2))}$$  

(22)

$S_j$ contains all the coupled terms from $\dot{x}_i$ with $i \neq j$, and those related with $x_j \forall j$ in (21).

The controller is an adaptive PI [10]:

$$V_j = \frac{1}{\alpha} \left( \dot{x}_j - \dot{S}_j + k_p (x_j^r - x_j) + k_i \int (x_j^r - x_j) dt \right)$$  

(23)

Where $\dot{S}_j$ is the estimation of $S_j$ described in the next section.

The dynamics of the error $e = (x^r - x)$ is obtained by substituting (23) into (22):

$$\dot{e}_j + k_p e_j + k_i \int e_j dt = 0$$  

(24)

Although the proportional term in (23) should be initially enough for obtaining good results as $S_j$ contemplates internal perturbations, the experimental tests showed best performance using a PI compensator. The main reason seems to be that the integral term compensates possible errors in the estimation of $S_j$ (sensor noise, ...).

IV. DESIGN METHODOLOGY

The controller design (23) is based on the following procedure:

- Identification of the order of the system by using a theoretical approach like in the Section 3.A or the gain estimator described in the Section 4.A.

- The estimation of the gain parameter $\alpha$ can be done in three different ways:
  - By using a theoretically derived value (22).
  - Experimentally, by adjusting the value of the gain until having a good signal tracking with $k_p = k_i = 0$ in (23). A combination of the theoretical one with a posterior experimental tuning is used for the positioning platform.

- With the estimator described in the Section 4.A.

- The estimation of the structural parameter $S_j$ can be done by numerical differentiation or using perturbation observers.

A. Open loop gain estimator

An open-loop estimation algorithm for the parameter $\alpha$ of (22) is described in this section. The estimated model of (22) is:

$$\dot{x}_j = \hat{\alpha} V_j + \hat{S}_j$$  

(25)

The model can be considered as the addition of two different terms:

$$\dot{x}_j = \dot{x}_{ph,j} + \dot{x}_{r,j}$$  

(26)

Where, $\dot{x}_{ph,j}$ and $\dot{x}_{r,j}$ are the in-phase and the out-of-phase components with respect to the input command, respectively.

The phase shift is used during the identification process:

$$\dot{x}_{ph,j} = \alpha V_j = G_w \left( \frac{\dot{x}_j}{V_j} \right) V_j$$  

(27)

$$\dot{x}_{r,j} = S_j - \hat{S}_j$$  

With $G_w$ a low-pass filter for selecting the in-phase components. To do that, the filter is applied to the signal $\frac{\dot{x}_j}{V_j}$.

Following the previous definitions, the estimation error in the actuation line $j (e_{e,j})$ can be expressed as:

$$\dot{e}_{e,j} = \dot{e}_{e,ph,j} + \dot{e}_{e,r,j}$$  

(28)

Where,

$$\dot{e}_{e,ph,j} = (\alpha - \hat{\alpha}) V_j$$  

$$\dot{e}_{e,r,j} = S_j - \hat{S}_j$$  

(29)

For estimating $\alpha$:

$$\dot{e}_{e,ph,j} = (\hat{\alpha} - \dot{\alpha}) V_j + (\alpha - \hat{\alpha}) V_j$$  

$$\hat{\alpha} = 0$$  

$$\alpha - \hat{\alpha} = V_j \frac{e_{e,ph,j}}{V_j}$$  

(30)

Therefore:

$$\dot{e}_{e,ph,j} = -\dot{\alpha} V_j + \frac{\dot{e}_{e,ph,j} V_j}{V_j}$$  

(31)

For solving the estimation of the parameter, the following adaptation law is defined:

$$\dot{\alpha} = \frac{\dot{e}_{e,ph,j} V_j}{V_j^2} + \left( k_p \dot{e}_{e,ph,j} + k_i e_{e,ph,j} \right) \frac{1}{V_j}$$  

(32)

Where $k_p$ and $k_i$ are estimation constants. In the identification phase, the signal $V_j$ is selected by the designer and therefore its derivative is known.

Including (32) in (31), the dynamics of the estimation error is obtained:

$$\dot{e}_{e,ph,j} + k_p \dot{e}_{e,ph,j} + k_i e_{e,ph,j} = 0$$  

(33)

It is important to remark that the control algorithm (23) shows an important robustness to small variations in the estimation of $\alpha$.

The procedure described in the present section can also be used for identifying the order of the system: if no constant parameter $\alpha$ is obtained and only oscillative behaviour...
is observed during the estimation, it is possible that the selected order should be higher in the analyzed dynamic range.

**Example 1.** As an example of the estimation procedure, the following model is identified:

\[
\dot{y} = 1.5u + 50\sin(2\pi 100t + \pi/2)
\]

For the estimation, the parameters below are used:

\[
\begin{align*}
G_w &= \frac{1}{10s+1} \\
k_p &= 1296 \\
k_i &= 0
\end{align*}
\]

The estimator is working with a sample rate of 1kHz and a constant input \( u = 100 \) is used during the process.

As it appears in the figure 4, the algorithm correctly estimates the value of \( \alpha \).

**B. Estimation of the structural parameter**

Two different options are analyzed for the estimation of the structural parameter \( S_j \) in (17):

- Numerical differentiation: the value of \( S_j \) is approached as:
  
  \[
  S_j = \frac{1}{T_s+1} \left( k_{SGS} x_{SGS,j} - \alpha V_j \right)
  \]  
  
  (34)

  The first order filter is used for avoiding the high frequency amplification due to the numerical differentiation. Other options for this sort of approaches are the robust derivative estimations in [6].

- Perturbation estimation: the parameter \( S_j \) is considered as a external perturbation fulfilling (35):

  \[
  \frac{dS_j}{dt} = 0, \forall j = a,b,c
  \]  
  
  (35)

(35) assumes that the sample time of the estimator is much lower than the response time of the system so that \( S_j \) is almost constant. According to this condition, it is possible to define an extended observer based on the following system:

\[
\begin{align*}
\begin{pmatrix}
\dot{x}_j \\
\dot{S}_j
\end{pmatrix}
&= \begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix} \begin{pmatrix}
x_j \\
S_j
\end{pmatrix} + \begin{pmatrix}
\alpha \\
0
\end{pmatrix} V_j \\
&= A_{j,es} x_{j,v} + B_{j,es} V_j
\end{align*}
\]

(36)

Given the measure of \( x_j \), the system is observable and the value of \( F_i \) can be estimated using a full state standard Luenberger observer:

\[
\hat{x}_{j,v} = A_{j,es} \hat{x}_{j,v} + B_{j,es} V_j + L_j (x_j - \hat{x}_j)
\]

(37)

The results described in the following section were obtained using numerical differentiation with a first order filter of 50Hz. The parameters of the controller (23) are listed in the table I. In this connection, it is important to remark that the sign of \( \alpha \) is negative because \( x_j \) decreases with positive voltage values.

**V. EXPERIMENTAL RESULTS**

In this section, the behavior of the model-free controller is evaluated in the positioning platform described in the Section 2. The performance is evaluated in two different conditions:

- Static positioning.
- Dynamic trajectory tracking.

The following tests are obtained using an experimental test bench with the controllers implemented in a D51103 controller board, which permits them to be directly imported from a Matlab Simulink model. For tuning the parameters of the controller, an interface programmed in DSpace ControlDesk software is used. The attached results are measurements from the embedded straing gauges in the three actuation lines.

**A. Static positioning**

The Figure 5 shows the response of the system to a positioning reference in the different actuation lines. In stationary conditions, the model-free controller shows high positioning accuracy (< 0.02µm) comparable to those of the much complex controller in [14].

**B. Dynamic trajectory tracking**

The Figure 6 shows the tracking capabilities of the system for three different random signals commanded at the same time in the three actuation lines. At the sight of the results in the Figure 6 The model-free version works fine in slow movements (< 10% at 2Hz) but its performance is limited by the first order approach in (22) which neglects the inertial terms.
VI. CONCLUSIONS AND FUTURE WORK

The present work proves the capabilities of the model-free control strategy for handling systems with hysteresis and coupled behavior between actuators. In this connection, the proposed control represents an interesting option if no identified model is available or the conditions of the system could strongly change during the operation and no re-calibrating procedure is envisaged. The experimental evaluation shows error values below 0.1% in positioning applications, with higher values on increasing the dynamic requirements (error below 10% at 2Hz). This limitation is a result of the selected ultra-local representation which neglects inertial terms. Future activities could improve the system performance by applying the design methodology using higher order ultra-local representations.

The present work also proposes a design methodology for estimating the basic parameters of the controller: the order of the system, the $\alpha$ gain and the structural parameter $S$. In this connection, it is remarkable a novel open-loop estimator for the gain parameter, which can also support the decision on the order of the system.
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