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Abstract—Periodic Lyapunov differential equations can be used to formulate robust optimal periodic control problems for nonlinear systems. Typically, the added Lyapunov states are discretized in the same manner as the original states. This straightforward technique fails to guarantee conservation of positive-semidefiniteness of the Lyapunov matrix under discretization. This paper describes a discretization method, coined PDPLD, that does come with such a guarantee. The applicability is demonstrated at hand of a tutorial example, and is specifically suited for direct collocation methods.
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INTRODUCTION

For dynamic systems that are modeled accurately by nonlinear differential equations, optimal control [1] is a useful offline technique to find open loop inputs that guide such systems along an optimal trajectory subject to path constraints. In real-world applications, modeling inaccuracy and disturbances can be treated by adding a feedback controller that tracks this trajectory. However, path constraints that are active in the offline optimal control problem solution will be impossible to satisfy with any conceivable feedback controller. Such violations can be avoided by adding safety margins to the path constraints in the optimal control problem formulation. The robust optimal control methods proposed in this paper deal with finding the optimal control problem formulation. The robustification of the optimal control problem involves discretizing the continuous-time dynamic system with Lyapunov states [3]. Rather than treating the Lyapunov states indiscriminately from the original states — i.e. discarding them using the same technique that served to solve the non-robustified optimal control problem up to reasonable accuracy — we propose in this paper to treat them differently. By applying discrete time Lyapunov theory on the discretized version of the original system, we obtain a discretization scheme for Lyapunov states that preserves positive definiteness.

Section I summarizes how the Lyapunov differential equations relate to system dynamics and state-covariance. Section II states the robust optimal control problem in continuous time and summarizes the standard method to discretize it. The main contribution of this paper is given in Section III, where an alternative discretization method with superior properties is proposed. Section IV applies the proposed method to an illustrative example. Concluding remarks are provided at the end.

I. DYNAMIC SYSTEMS AND THE LYAPUNOV DIFFERENTIAL EQUATIONS

Consider the class of dynamic systems that are described by an explicit time-invariant ODE:

\[ \dot{x} = f(x,u,w) \]  (1)

with states \( x \in \mathbb{R}^n \), control inputs \( u \in \mathbb{R}^m \) and zero mean Gaussian disturbances \( w \in \mathbb{R}^p \).

Throughout this paper, uncertainties are treated as Gaussian distributions. For a random variable \( w \) and with \( E(\cdot) \) the expected value operator, we write the covariance matrix as:

\[ \Sigma_w = \text{Cov}(w,w) \triangleq E((w - E(w))(w - E(w))^T) \]

which simplifies to \( E(ww^T) \) for zero mean distributions. The linearized covariance propagation rule through a function \( g(\cdot) \) can be proven from the above definition and the knowledge that \( E(\cdot) \) is a linear operator:

\[ \Sigma_{g(x)} = \frac{\partial g}{\partial x} \Sigma_x \frac{\partial g}{\partial x}^T \]  (2)

Identifying the state-covariance matrix \( \Sigma_x(t) \) with the Lyapunov matrix \( P \), one can see that the Lyapunov differential equation describes the linearized propagation of state-covariance for continuously perturbed systems [3], [4]:

\[ \dot{P}(t) = A(t)P(t) + P(t)A^T(t) + B(t)\Sigma_w B^T(t) \]  (3)

with \( A = \frac{\partial f}{\partial x} \) and \( B = \frac{\partial f}{\partial w} \).

The covariance matrix \( \Sigma_x(t) \triangleq P(t) \) defines an uncertainty ellipsoid in \( n \)-dimensional state space. The \( s \)-sigma boundary of this ellipsoid is given by the set:

\[ \{ x \in \mathbb{R}^n | x^T \Sigma_x^{-1} x = s^2 \} \]  (4)
The eigenvectors of $\Sigma_x$ correspond to the principal axes of this ellipsoid and the eigenvalues are the squares of the semi-axes lengths.

The next section shows how the notion of state-covariance can be used to robustify an optimal control problem.

II. FORMULATION AND CLASSICAL DISCRETIZATION OF ROBUST OPTIMAL CONTROL PROBLEMS

A. Formulation

Consider the class of continuous-time $T$-periodic optimal control problems (OCP) that can be written as:

$$\begin{align*}
\text{minimize} \quad & J(x(\cdot), u(\cdot), T) \\
\text{subject to} \quad & \dot{x}(t) = f(x(t), u(t), 0), \quad t \in [0, T] \\
& x(0) = x(T) \\
& 0 \geq h_l(x(t)), \quad t \in [0, T] \\
& 0 = \phi(x(0))
\end{align*}$$

where $J$ constitutes the cost functional, $h_l$ indicates the $l$th entry in a set of scalar path constraints of length $q$, and $\phi : \mathbb{R}^n \rightarrow \mathbb{R}$ is a technical requirement to remove phase invariance of the solution. In the following, for a free time in any expression, $t \in [0, T]$ shall be understood.

A solution of this open-loop OCP can be stable or unstable and can typically not be applied in real-life without further adaptations such as feedback control and safety measures. In this paper we consider a formulation of the OCP that allows both to select only stable orbits and to robustify path constraints. This formulation [3], [4] is as follows:

$$\begin{align*}
\text{minimize} \quad & J(x(\cdot), u(\cdot), T) \\
\text{subject to} \quad & \dot{x}(t) = f(x(t), u(t), 0) \\
& x(0) = x(T) \\
& \dot{P} = AP + PA^T + B\Sigma_n B^T \\
& P(0) = P(T) \\
& P(0) \geq 0 \\
& 0 \geq h_l(x(t)) + \gamma \sqrt{C_i(t)PC_i(t)^T} \\
& 0 = \phi(x(0))
\end{align*}$$

with $C_i(t) = \frac{\partial h_l(x(t))}{\partial x}$. We are particularly interested in solutions for which $P$ is positive-semidefinite and bounded over the period, as this corresponds to a stable trajectory [3], [4]. In this case, the Lyapunov matrix can be regarded as state-covariance and robustification is possible. Within linear approximation, the factor $\gamma$ ensures that the path-constraints at any given time are satisfied to a tolerance of $\gamma$-sigma.

The classical way to solve Problem (6) is by augmenting the state space [3]. One picks a set of Lyapunov states $y \in \mathbb{R}^l$ that parametrize the Lyapunov matrix $P \in \mathbb{R}^{n \times n}$ by means of a mapping $L : \mathbb{R}^l \rightarrow \mathbb{R}^{n \times n}$ and adds these states to the original state-space.

The remainder of this section uses the symbols of Problem (5), and applies as such equally well to non-robustified optimal control problems as to robustified problems cast by the above transformation.

B. Direct transcription

In the family of direct methods, one proceeds by discretizing the infinite-dimensional problem such that it becomes a finite-dimensional nonlinear problem. Consider a global time-grid $[t_0, t_1, \ldots, t_N]^T$ of monotonically increasing time instants. The states sampled at these instants are denoted by $x_0, x_1, \ldots, x_N$, sampled control inputs as $u_0, u_1, \ldots, u_{N-1}$ and sampled disturbances as $w_0, w_1, \ldots, w_{N-1}$.

For any type of integrator, the action of integrating the system $f$ can be formulated as a discrete time system:

$$x_{k+1} = \Phi(t_{k+1} - t_k; x_k, u_k, w_k), \quad k = 0 \ldots N - 1$$

With this abstraction and assuming an evenly spaced time discretization, Problem (5) can be discretized as:

$$\begin{align*}
\min_{x_k, u_k, \delta} & J(x_k, u_k, \delta N) \\
\text{s.t.} \quad & x_{k+1} = \Phi(\delta; x_k, u_k, 0), \quad k = 0 \ldots N - 1 \\
& x_0 = x_N^0 \\
& 0 = \Phi(x_0) \\
& 0 \geq h_l(x_k), \quad k = 0 \ldots N - 1
\end{align*}$$

with $\delta = \frac{T}{N}$.

If the function $\Phi$ is obtained by an underlying integrator, this formulation amounts to what is called a direct multiple-shooting method [5]. This numerical scheme was applied to solve the OCP with Lyapunov states in [4], [3].

C. Collocation integrator

A collocation integrator is a particular numerical scheme to perform the integrating action $\Phi$. For each control interval $k$, a collocation scheme of degree $d$ introduces helper state samples $x_{k,0}, x_{k,1}, \ldots, x_{k,d}$ sampled on times $\delta(k + \rho_0), \delta(k + \rho_1), \ldots, \delta(k + \rho_d)$ with $\rho \in [0, 1]$ a local timebase on the control interval. For convenience, we group these helper state samples into a single vector:

$$z_k = \begin{pmatrix} x_{k,0} \\ \vdots \\ x_{k,d} \end{pmatrix} \in \mathbb{R}^{n(d+1)}$$

Collocation deals with a polynomial $\Pi(\bullet; z_k) : \mathbb{R} \rightarrow \mathbb{R}^n, \rho \mapsto \Pi(\rho; z_k)$ that interpolates between these samples. The interpolation is exact:

$$x_{k,j} \equiv \Pi(\rho_j; z_k), \quad j = 0 \ldots d, \quad k = 0 \ldots N - 1$$

To perform integration with this polynomial, we require firstly that the polynomial evaluated at the start of the control interval should match the initial value for that interval, and secondly that derivatives of the interpolating polynomial should match the state dynamics at each point of the local timebase:

$$G = \begin{pmatrix} \frac{\partial \Pi}{\partial \rho_0}(\rho_0; z_k) & \ldots & \frac{\partial \Pi}{\partial \rho}(\rho_0; z_k) \\ \vdots & \ddots & \vdots \\ \frac{\partial \Pi}{\partial \rho_0}(\rho_d; z_k) & \ldots & \frac{\partial \Pi}{\partial \rho}(\rho_d; z_k) \end{pmatrix} = 0$$
This set of \(n(d+1)\) nonlinear equations implicitly defines a solution for the helper sample states: \(z^*_k = G^{-1}(\delta; x_k, u_k, w_k)\). Lastly, the final value on the control interval \(k\) can be obtained as \(\Pi(1; z^*_k)\).

As such, collocation is a specific implicit integration scheme that reads:

\[
\begin{aligned}
x_{k+1} &= F(z_k) \\
0 &= G(\delta; x_k, z_k, u_k, w_k)
\end{aligned}
\tag{12}
\]

Where the function \(F: \mathbb{R}^{n \times (d+1)} \to \mathbb{R}^n\) is simply:

\[
F = \Pi(1; z_k)
\tag{13}
\]

It is an important observation that Equation (12) is equivalent to a nonlinear discrete time system \(x_{k+1} = \Phi_{\text{coll}}(\delta; x_k, u_k, w_k)\).

### D. Direct collocation method

If we replace the explicit function \(\Phi\) in Equation (8) with the implicit form \((F,G)\), we effectively pass on the burden of solving the nonlinear implicit functions at each control interval onto the global nonlinear problem arising from the multiple shooting approach, yielding a direct collocation method:

\[
\begin{aligned}
\min_{x_k, u_k, z_k, \delta} & \quad J(x_k, u_k, z_k, \delta) \\
\text{s.t.} & \quad x_{k+1} = F(z_k) \\
& \quad 0 = G(\delta; x_k, z_k, u_k, w_k) \\
& \quad x_0 = x_N \\
& \quad 0 \geq h_i(x_k), \quad k = 0 \ldots N - 1.
\end{aligned}
\tag{14}
\]

While this method is applied successfully to non-robustified optimal control problems for a wide range of practical engineering problems [6], the following section argues that its application to robust optimal control problems cast into non-robust form is problematic. We instead propose an alternative method.

### III. Positive Definiteness Preserving Lyapunov Discretization

Applying the collocation scheme to the augmented state space formulation is straightforward, but comes with a drawback: there is no guarantee that a positive-semidefinite \(P\) at any one point in the trajectory results in \(P\) being positive-semidefinite in the entire trajectory. The continuous Lyapunov equation (3) provides such a guarantee in continuous time, but this guarantee is lost during discretization due to limited integration accuracy. It can indeed be observed that a discretization sufficiently accurate for a non-robustified collocation optimal control problem can easily be too coarse for a corresponding robustified problem to keep \(P\) positive-semidefinite in practice, leading the nonlinear solver to fail to find a feasible solution. The technique proposed here, Positive Definiteness Preserving Lyapunov Discretization (PDPLD), tackles this problem.

We take a step back and reason about the propagation of covariance directly onto discretized Problem (8) in the original state space. In a linear approximation over one control interval, the state covariance matrix evolves as:

\[
P_{k+1} = \frac{\partial \Phi}{\partial x} P_k \frac{\partial \Phi^T}{\partial x} + \frac{\partial \Phi}{\partial w} \Sigma_w \frac{\partial \Phi^T}{\partial w}
\tag{15}
\]

Applying the implicit function theorem to Equation (12) that defines \(\Phi_{\text{coll}}\) in an implicit manner, leads to the following identities:

\[
\frac{\partial \Phi_{\text{coll}}}{\partial x} = \frac{\partial F}{\partial z}(\delta) (\frac{\partial G}{\partial z})^{-1} \frac{\partial G}{\partial x}
\]

\[
\frac{\partial \Phi_{\text{coll}}}{\partial w} = M \frac{\partial G}{\partial w}
\tag{17}
\]

Avoiding symbolic inversion, we propose to introduce a helper variable \(M \in \mathbb{R}^{n \times (d+1)}\) and obtain an implicit integrator scheme for both original and Lyapunov states, which we will refer to as PDPLD:

\[
\begin{aligned}
x_{k+1} &= F(z_k) \\
0 &= G(\delta; x_k, z_k, u_k, w_k) \\
P_{k+1} &= M_k \left( \frac{\partial G}{\partial z} P_k \frac{\partial G^T}{\partial z} + \frac{\partial G}{\partial w} \Sigma_w \frac{\partial G^T}{\partial w} \right) M_k^T \\
0 &= \frac{\partial F}{\partial z} - \frac{\partial G^T}{\partial z} M_k^T
\end{aligned}
\tag{18}
\]

The lemma that accompanies this scheme reads:

**Lemma 1:** If \(P_0 \succeq 0\) and \(P_0 \ldots P_N\) satisfy Equation (18), then \(P_1 \ldots P_N \succeq 0\).

Assuming \(\Sigma_w \succeq 0\) and starting from \(P_0 \succeq 0\), the lemma follows by induction using Equation (18c).

Starting from a non-robustified optimal-control problem discretized using direct collocation as in Formulation (14), we propose now to robustify with PDPLD such that Formulation (19) is obtained with the following decision variables:

\[
x_k \in \mathbb{R}^n, \quad P_k \in \mathbb{R}^{n \times n}, \quad u_k \in \mathbb{R}^n, \quad z_k \in \mathbb{R}^{(d+1)}, \quad M_k \in \mathbb{R}^{n \times (d+1)}, \quad k = 0 \ldots N - 1 \quad T \in \mathbb{R}
\]

The lemma that accompanies this formulation reads:

**Lemma 2:** If Formulation (19) has a feasible solution, and if a technical assumption is satisfied, then the nonlinear discrete time system (12) is asymptotically stable along the periodic open loop orbit.

Technical Assumption: The system is controllable along the orbit with respect to the noise in the sense that the discrete time Lyapunov equation, if started with \(P_0 = 0\), would result in a strictly positive definite \(P_N\).

Proof: Given the fact that the discrete time Lyapunov equation is exact for the discrete time system and admits
\[
\begin{align*}
\text{minimize} & \quad J(x^*, u^*, T) \\
\text{subject to} & \quad x_{k+1} = F(z_k) \\
& \quad 0 = G(T/N; x_k, z_k, u_k, 0) \\
& \quad x_0 = x_N \\
& \quad P_{k+1} = P_N \\
& \quad P_0 \geq 0 \\
& \quad \frac{\partial F}{\partial z}(z_k) = \frac{\partial G}{\partial z}(x_k, z_k, u_k, 0) M_k^T \\
& \quad 0 \geq h_i(x_k) + \gamma \sqrt{\frac{\partial h_i(x_k)}{\partial x} P_k \frac{\partial h_i(x_k)}{\partial x}^T}, \quad i = 0 \ldots q - 1, \quad k = 0 \ldots N - 1.
\end{align*}
\]

a feasible periodic solution which is positive semidefinite, the Lyapunov Lemma [4] together with the technical assumption implies that the linearized discrete time system is asymptotically stable. Asymptotic stability of the nonlinear system in the neighborhood of the periodic orbit follows.

The benefit of the PDPLD integration scheme is illustrated below. Consider an autonomous nonlinear oscillator,

\[
\frac{d}{dt}\begin{pmatrix} Y \\ Z \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -\kappa & -\epsilon \end{pmatrix} \begin{pmatrix} Y \\ Z \end{pmatrix} + \begin{pmatrix} 0 \\ -\alpha Z^2 \end{pmatrix}.
\]

For \(\alpha = 0\), the under-dampedened system exhibits a natural frequency of

\[
\omega = \sqrt{\kappa - \epsilon - \frac{\epsilon^2}{4}}.
\]

We compare classical collocation (integration scheme (12) applied to augmented state space (6)) and PDPLD collocation (integration scheme (18)) in Figure 1 with a reference solution obtained from high accuracy \((1 \times 10^{-12})\) variable step-size integration with SUNDIALS [7]. For classical collocation, the zero-crossing of the plotted minimal eigenvalue of \(P\) demonstrates a disruptive change in definiteness. In contrast, PDPLD collocation features a Lyapunov matrix that remains positive semi-definite and remains very close to the reference solution.

IV. APPLICATION IN ROBUST OPTIMAL CONTROL

The remainder of this paper shows the application of Formulation (19) to a simple robust optimal control problem that was specifically constructed to allow for intuitive interpretation of results.

The robust optimal control problem is solved by a homotopy in three consecutive steps. Each step reuses the primal and dual solution of the previous step where possible. An SQP method is ideally suited to execute such a homotopy.

Step 1: A nominal trajectory is identified by solving Problem (14) for the nominal system.

Step 2: \(P\) and \(M\) are introduced as in Problem (19) but with non-robustified path constraints. This avoids domain errors in the path constraints resulting from non-positive-definiteness of \(P\) in the intermediate iterations.

Step 3: The full Problem (19) is tackled.

A. Implementation details

The problem is formulated in the Python scripting environment. Gradients and Hessians are constructed by efficient sparsity-aware automatic differentiation provided by CasADi [9]. The nonlinear SQP solver WORHP [10] is used to solve the resulting nonlinear program with a tolerance of \(1 \times 10^{-10}\). The linear solver used with WORHP is MA57 [11].

B. Problem statement

The problem at hand consists of a point mass moving in a plane. The plane contains obstacles (super-ellipses) that the point may not intrude. The goal is to find a time-optimal periodic trajectory for the point mass in the plane, initialized with trivial initial guess. The control inputs are coordinates of a guide-point. The point mass is connected with a spring to the guide-point. The point mass is subject to friction...
that stabilizes the system. The disturbances are forces on the point mass. This system behaves like a 3D pendulum, suspended from the guide-point.

We define the following system components:
- States: $x = [p_x, p_y, v_x, v_y]^{T}$, $n = 4$
- Controls: $u = [u_x, u_y]^{T}$, $m = 2$
- Disturbances: $w = [w_x, w_y]^{T}$, $p = 2$

The system dynamics $\dot{x} = f(x,u,w)$ is described by:

$$\begin{align*}
\dot{v}_x &= \kappa(p_x-u_x) - \beta v_x \sqrt{v_x^2 + v_y^2 + c^2 + w_x} \\
\dot{v}_y &= \kappa(p_y-u_y) - \beta v_y \sqrt{v_x^2 + v_y^2 + c^2 + w_y}
\end{align*}$$

As parameters we use $\kappa = 10$, $c = 1$ and $\beta = 1$.

The path constraints are given by:

$$h_i(p_{k,i}) = \left( \frac{p_{x,k} - x_{0,i}}{a_i} \right)^{n_i} + \left( \frac{p_{y,k} - y_{0,i}}{b_i} \right)^{n_i} - 1$$

with $n_i \in \mathbb{N}^+$. We use the following numerical values:

$$\begin{array}{c|cccc}
i & x_{0,i} & y_{0,i} & a_i & b_i & n_i \\
0 & 0 & 0 & 1 & 1 & 4 \\
1 & 1 & 0.5 & 2 & 4
\end{array}$$

The objective function is chosen to be time-optimality, with added regularization of control inputs:

$$J(x_*, u_*, T) = T + \frac{1 \times 10^{-2}}{2N} \sum_{k=0}^{N-1} ||u_k||^2_2$$

The phase fix function is chosen to be:

$$\phi(x) = p_x$$

The number of control intervals is chosen as $N = 40$.

A Legendre polynomial of degree $d = 5$ is chosen [8].

### C. Homotopy results

Problem (14) is instantiated with the above particularities. All decision variables are initialized by zero, with two exceptions: $T = 4$, and the parts of the states $x$ and helper states $z$ that correspond to coordinates in the plane are initialized by a circle of radius 3, encircling the obstacles by a wide margin.

The initialization is illustrated in Figure 2. Some iterates are shown in Figure 3 while the converged solution is shown in Figure 4. Active path constraints are highlighted by a line originating from the obstacle center.

In the next step, $P$ and $M$ are introduced as in Problem (19) with non-robustified path constraints. The disturbance is chosen to have covariance $\Sigma_w = I$. Figure 5 shows the solution to Step 2.

A last step adds the robustifying terms to the path constraints with $\gamma = 1$. Figure 6 shows the solution to Step 3.

Some remarks are in place when closely observing the solution of this application in Figure 7.

First, it is apparent that the interpolated trajectory from Step 1 intersects with the obstacle. Indeed, during discretization, the path constraints were only sampled at a few selected locations. There is no guarantee of non-intersection for other points on this curve.

Second, at the locations where the robustified path constraints are active, the uncertainty ellipsoids are not touching the obstacle. Indeed, a min-max formulation is required to obtain
such geometrically sound result. It cannot be expected from the linearization based robustifying formulation used here. The robustifying term of Equation (6) only accounts for uncertainty in the $\frac{\partial h}{\partial x}$ direction and is subject to linearization errors of the nonlinear constraint function.

CONCLUSION

In this paper, a Positive Definiteness Preserving Lyapunov Discretization (PDPLD) was proposed to treat Lyapunov differential equations. It allows to use direct collocation to solve robust OCPs. A three step practical procedure was suggested that led to a successful application of the proposed method to a tutorial example.
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