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Abstract—A common issue with existing approaches to symbolic controller synthesis lies in the huge complexity of the resulting controllers. In particular, the controllers usually need full plant state information and contain an abstraction of the plant as a building block. In this note, we present an extension which helps reduce that complexity. Our technique is based on the novel concept of feedback refinement relations to compare plants with their finite-state approximations. As an additional feature, our approach builds on infinitary completed trace semantics and allows for the synthesis of controllers for arbitrary, not necessarily prefix-closed specifications. We also reveal if and how existing symbolic controller synthesis procedures should be extended to benefit from the advantages of our technique.

I. INTRODUCTION

The use of finite-state approximations ("discrete abstractions") of typically infinite-state plants is a relatively recent approach which allows for systematic and fully automated synthesis of feedback controllers to enforce complex specifications. The controllers may be, however, complex and costly to implement, which is one of the issues that have so far prevented the technique from being routinely applied in practice. In this note we present an extension which results in controllers that are considerably less complex.

Given a control problem represented by a plant and a specification, the technique of abstraction-based controller synthesis comprises three steps [1]: First, an abstraction of the plant is computed, usually in the form of a finite automaton whose states ("abstract states") have resulted from quantizing plant states. Second, employing standard algorithms for finite systems, an auxiliary control problem is solved for the abstraction in place of the plant, which results in a finite-state feedback controller ("abstract controller") for the abstraction. Finally, by supplementing it with a suitable interface, the abstract controller is refined into a controller for the actual plant. This way the original control problem is reduced to the finite problem of synthesizing the abstract controller.

A common issue with existing approaches to abstraction-based controller synthesis lies in the huge complexity added to the abstract controller in the course of its refinement. As an example, consider the structure of the actual closed loop shown in Fig. 1(a), which has resulted from one particular refinement method that builds on the existence of alternating simulation relations [1]. We first notice that the input converter directly depends on the state of the plant. Hence, in contrast to a symbolic controller, which would solely rely on abstract state information, the refined controller in Fig. 1(a) requires full plant state information. This fact adds to the complexity of the closed loop, and in turn, to the cost of its implementation. Furthermore, the abstraction appears as a building block of the refined controller in Fig. 1(a). Given the fact that the abstraction may very well comprise millions of states and billions of transitions [2], an implementation of the refined controller will often be too expensive to be practical.

Recently, methods to obtain refined controllers that are both static and symbolic have been proposed for safety problems [3], [4] and reachability problems [3]. These results require the input alphabet of the plant to be finite and the quantizer to be deterministic with non-overlapping, half-open hyper-rectangles as level sets. The latter condition

Fig. 1. (a) Actual closed loop resulting from the use of alternating simulation relations [1]. (b) Actual closed loop resulting from the use of feedback refinement relations, as proposed in this note. As our example in Section IV-A shows, the structure of this closed loop is not, in general, compatible with the use of alternating simulation relations.
mandates that measurements be precise; measurement errors are not considered. In [3], the plant is additionally assumed to satisfy some stability condition. Further results in [4] do apply in the presence of measurement errors but rely on the use of observers, which reintroduces dynamics into the refined controller. Moreover, abstractions are assumed to be exact in this case, i.e., they must not permit any spurious transition. The computation of such abstractions is, in general, infeasible even for samples linear time-invariant plants. To conclude, the complexity issue with refined controllers persists whenever measurement errors need to be taken into account or control problems more general than pure safety and reachability problems are to be solved. Moreover, as mentioned already above, the approach to tackling the complexity issue presented in [3] is based on certain stability properties of the plant and fails if the plant is unstable or blocking.

In this note, we propose to require the existence of feedback refinement relations, a novel concept to be introduced in Section III, between plants and abstractions. As it turns out, the abstract controller can then be connected to the plant using a quantizer as the only interface. See Fig. 1(b) for the resulting actual closed loop. We prove that the behavior of the latter, in the sense of infinitary completed trace semantics, is contained in the behavior of the abstract closed loop. This shows that the approach is suitable for the abstraction-based synthesis of controllers for arbitrary, not necessarily prefix-closed specifications, including liveness specifications [5]. Moreover, the approach permits to model measurement errors as we allow for non-deterministic quantizers, and it is also independent of any stability properties of the plant. In Section IV we reveal if and how existing symbolic controller synthesis procedures should be extended to benefit from the advantages of the technique we propose.

We would like to emphasize that the focus of this paper is on the relationship between plants and abstractions and its consequences for the refinement of controllers. While the definition of feedback refinement relations also suggests numerical methods to actually compute abstractions, we do not dwell into this issue here. Likewise, the auxiliary control problems for the abstractions can be solved employing standard algorithms for finite systems, e.g. [6], [7], and is not investigated here either.

II. Preliminaries

In this section, we introduce the most basic notation which is used throughout this note and provide the notions to uniformly represent plants, controllers and closed loops as dynamical systems.

A. Notation

\( \mathbb{R}, \mathbb{Z} \text{ and } \mathbb{Z}_+ \) denote the sets of real numbers, integers and non-negative integers, respectively, and \( \mathbb{N} = \mathbb{Z}_+ \setminus \{0\} \). \([a, b], [a, b], [a, b], \text{ and } [a, b] \) denote closed, open and half-open, respectively, intervals with end points \( a \) and \( b \). \([a, b], [a, b], [a, b], \text{ and } [a, b] \) stand for discrete intervals, e.g. \([a, b] = [a, b] \cap \mathbb{Z} \text{ and } [1; 4] = \{1, 2, 3\}\). 

\( f : A \Rightarrow B \) denotes a set-valued map of \( A \) into \( B \), whereas \( f : A \rightarrow B \) denotes an ordinary map; see [8]. If \( f \) is set-valued, then \( f \) is strict and single-valued if \( f(a) \neq \emptyset \) and \( f(a) \) is a singleton, respectively, for every \( a \). We identify set-valued maps \( f : A \Rightarrow B \) with binary relations on \( A \times B \), i.e., \((a, b) \in f \) iff \( b \in f(a) \). Moreover, if \( f \) is single-valued, it is identified with an ordinary map \( f : A \rightarrow B \).

The inverse mapping \( f^{-1} : B \Rightarrow A \) is defined by \( f^{-1}(b) = \{ a \in A \mid b \in f(a) \} \), and \( f \circ g \) denotes the composition of \( f \) and \( g \). \( f \circ g \) denotes the composition of \( f \) and \( g \). \( f \circ g \) denotes the composition of \( f \) and \( g \).

The set of maps \( A \rightarrow B \) is denoted \( B^A \), and the set of all signals that take their values in \( B \) and are defined on intervals of the form \([0; T]\) is denoted \( B^\infty \). \( B^\infty = \bigcup_{T \in \mathbb{Z}_+ \cup \{\infty\}} B^{[0; T]} \).

B. Plants, controllers, and closed loops

We consider dynamical systems of the form

\[
\begin{align*}
    x(t + 1) & \in F(x(t), u(t), y(t)), \\
    y(t) & \in H(x(t), u(t)), \\
    x(0) & \in X_0,
\end{align*}
\]

as formalized below.

II.1 Definition. A system is a sextuple

\[
(X, X_0, U, F, Y, H),
\]

where \( X, X_0, U \) and \( Y \) are nonempty sets, \( X_0 \subseteq X \), \( H : X \times U \Rightarrow Y \) is strict, and \( F : X \times U \times Y \Rightarrow X \).

A triple \((u, x, y) \in U^{[0; T]} \times X^{[0; T]} \times Y^{[0; T]}\) is a solution of the system (2) (on \([0; T]\), starting at \( x(0) \)) if \( T \in \mathbb{N} \cup \{\infty\} \), (1a) holds for all \( t \in [0; T - 1] \), (1b) holds for all \( t \in [0; T] \), and (1c) holds.

We call the sets \( X, U, Y \) the state, input, and output alphabet, respectively, of the system (2), \( X_0 \) is the set of initial states, and \( F \) and \( H \) is the transition function and the output function, respectively, of (2). The system (2) is autonomous if its input alphabet is a singleton, and it is static if its state alphabet is a singleton and its transition function is strict. We drop arguments that are elements of singleton sets and write e.g. \( H(u) \) for \( H(x, u) \) if the system is static.

We would like to include some remarks on our definition of a system. Firstly, the transition function \( F \) and the output function \( H \) are chosen to be set-valued to facilitate the representation of disturbances and other kinds of non-determinism. The map \( H \) is however assumed to be strict so that blocking can only be caused by the dynamic part (1a) of any system. Furthermore, we let \( H \) depend on the input to cover the important case of static feedback controllers. Otherwise, if the map \( H \) does not depend on its second argument, we say that the system (2) is Moore, in which case we write \( H(x) \) for \( H(x, u) \) in (1b). The system is Moore with state output if \( X = Y \) and \( H \) takes the form \( H(x, u) = \{x\} \).

Finally, we let the transition function \( F \) be allowed in the ability to be represented closed loops and refined controllers. See the definition below as well as
Section III-C. If the map $F$ does not depend on its third argument, we say that the dynamics of (2) is separated (from the output of the system). In this case, (1a) takes the form $x(t + 1) \in F(x(t), u(t))$.

II.2 Definition. Let $S_i = (X_i, X_{i0}, U_i, F_i, Y_i, H_i)$ be systems, $i \in \{1, 2\}$, and assume that $S_1$ is Moore, $Y_2 \subseteq U_1$, $Y_1 \subseteq U_2$, and that the following condition holds:

$$y_1 \in H_1(x_1) \land y_2 \in H_2(x_2, y_1) \land F_1(x_1, y_2, y_1) = \emptyset \implies F_2(x_2, y_1, y_2) = \emptyset.$$  

Then $S_2$ is feedback composable with $S_1$, and the closed loop composed of $S_1$ and $S_2$, denoted $S_1 \times S_2$, is the sextuple

$$(X_{12}, X_{120}, \{0\}, F_{12}, Y_{12}, H_{12}),$$

where $X_{12} = X_1 \times X_2$, $X_{120} = X_{10} \times X_{20}$, $Y_{12} = Y_1 \times Y_2$, and $F_{12} : X_{12} \times Y_{12} \rightarrow X_{12}$ and $H_{12} : X_{12} \rightarrow Y_{12}$ satisfy

$$F_{12}(x, y) = F_1(x_1, y_2, y_1) \times F_2(x_2, y_1, y_2),$$
$$H_{12}(x) = \{ y \mid y_1 \in H_1(x_1) \land y_2 \in H_2(x_2, y_1) \}.$$

The closed loop $S_1 \times S_2$ defined above is obviously autonomous. However, even if $S_1$ and $S_2$ both have separated dynamics, this property does not carry over to the closed loop unless the output functions $H_1$ and $H_2$ are both single valued. See also Fig. 2. The assumption that $S_1$ is additionally Moore is common and ensures that $S_1 \times S_2$ does not contain a delay free cycle [9]. Note that due to requirement (3), the composition of two systems into a closed loop is not symmetric. For example, if $S_1$ is blocking then (3) requires $S_2$ to be blocking as well. However, if $S_2$ is blocking, this does not impose any conditions on $S_1$. The requirement (3), which has its analog in the theory developed in [1], is particularly important and will be needed later to ensure that if the abstract closed loop is non-blocking, then so is the actual closed loop.

III. SYMBOLIC CONTROLLER SYNTHESIS USING FEEDBACK REFINEMENT RELATIONS

In this section, we introduce feedback refinement relations as a novel means to compare systems. Given that the system and its abstraction is related by this novel notion, as we shall prove, any abstract controller can be connected to the plant using a simple quantizer as the only interface, such that the abstract closed loop is able to reproduce the full behavior of the actual closed loop. This implies that the refined controller, which is composed of the abstract controller and the quantizer, solves a predefined control problem for the plant provided that the abstract controller solves a suitable auxiliary problem for the abstraction.

A. Behaviors, specifications, and control problems

In the most general of terms, a control problem is a pair of a plant and a specification for which a controller is to be synthesized that is feedback composable with the plant and ensures that the closed loop satisfies the specification, e.g. [10]. Actual approaches vary in how they define the terms behavior, feedback compositability, and satisfaction of a specification, and the one we follow builds on infinitary completed trace semantics [11].

III.1 Definition. Let $S$ denote the system (2). The behavior of $S$, $B(S)$, is defined by

$$B(S) = \{(u, y) \mid \exists_x(u, x, y) \text{ is a solution of } S \text{ on } [0; T], \text{ and }$$
$$T < \infty, \text{ then } F(x(T - 1), u(T - 1), y(T - 1)) = \emptyset \}.$$  

Given a set $Z$, any subset $\Sigma \subseteq Z^\infty$ is called a specification on $Z$. The system $S$ is said to satisfy a specification $\Sigma$ on $U \times Y$ if $B(S) \subseteq \Sigma$. Given a specification $\Sigma$ on $Y \times U$, a system $C$ solves the control problem $(S, \Sigma)$ if $C$ is feedback composable with $S$ and the closed loop $S \times C$ satisfies $\Sigma$.

In words, the behavior of a system $S$ contains all non-continuable signals that could possibly be observed at the input and output terminals of $S$. A specification $\Sigma$, on the other hand, contains all signals that are considered acceptable at those terminals, and $S$ satisfies $\Sigma$ iff the full behavior of $S$ is acceptable. Otherwise, a controller $C$ is to be designed that eliminates any unacceptable signals from the closed loop $S \times C$. The requirement that signals be non-continuable is important as it allows for behaviors and specifications that are not prefix-closed and so enables us to cover e.g. liveness specifications [5].

B. Feedback Refinement Relations

The key point of the technique of abstraction-based controller synthesis is that the behavior of the abstract closed loop contains, in a suitable sense, the full behavior of the actual closed loop. We aim to guarantee this property, to a large extent, by computing suitable abstractions. However, in the course of these computations, the abstract controller is not yet known, and thus, the challenge is to guarantee the property without making reference to any closed loop behaviors. This is precisely what feedback refinement relations achieve by requiring appropriate relationships between the transition functions of the plant and the abstraction. In our definition below, we will use state dependent sets of admissible inputs: For any system (2) with separated dynamics and input alphabet $U$ and any $x \in X$, we write

$$U(x) = \{ u \in U \mid F(x, u) \neq \emptyset \}.$$
III.2 Definition. Let $S_i = (X_i, X_{i,0}, U_i, F_i, Y_i, H_i)$ be Moore systems with state output and separated dynamics, $i \in \{1, 2\}$, and assume $U_2 \subseteq U_1$. A strict relation $Q \subseteq X_1 \times X_2$ is a feedback refinement relation from $S_1$ to $S_2$ if the following holds for every pair $(x_1, x_2) \in Q$.

(i) $x_1 \in X_{1,0}$ implies $x_2 \in X_{2,0}$.
(ii) $U_2(x_2) \subseteq U_1(x_1)$.
(iii) If $u \in U_2(x_2)$ and $x'_1 \in F_1(x_1, u)$, then $Q(x'_1) \subseteq F_2(x_2, u)$.

Intuitively, and similarly to other kinds of simulation relations, a feedback refinement relation from the system $S_1$ to the system $S_2$ associates, with every state of $S_1$, one or more states of $S_2$, and imposes certain relations between the local dynamics of the systems in associated states. However, while e.g. alternating simulation relations only require that for each input $u_2$ admissible for $S_2$ there exists an associated input $u_1$ admissible for $S_1$ [1], our definition above additionally mandates that $u_1 = u_2$. Moreover, the definition of alternating simulation relation requires that for each transition from $x_1$ to $x'_1$ in $S_1$ there exists a state $x'_2$ associated with $x'_1$ and a transition from $x_2$ to $x'_2$ in $S_2$. In contrast, feedback refinement relations require the existence of the latter transition for every state $x'_2$ associated with $x'_1$.

C. Behavioral inclusion

We are now going to exploit the stronger conditions that feedback refinement relations impose on the relation between plant and abstraction dynamics in order to obtain refined controllers that are less complex. In particular, the latter should be symbolic which suggests the use of feedback refinement relations as measurement maps. This idea turns out to be feasible, and to formulate our related, behavioral inclusion type result below, we need the notion of series connection. To this end, let $S$ denote the system (2). If the dynamics of $S$ is separated and $Q: Y \Rightarrow Y'$ is strict, then the series connection of $S$ and $Q$, denoted $Q \circ S$, is the sextuple

$$Q \circ S = (X, X_0, U, F, Y', Q \circ H),$$

which is obviously a system with separated dynamics. Intuitively, $Q$ is a measurement map that yields a quantized version of the output of the system $S$. Alternatively, if $U'$ is a non-empty set and $Q: U' \Rightarrow U$ is strict, then the series connection of $Q$ and $S$, denoted $S \circ Q$, is the sextuple

$$S \circ Q = (X, X_0, U', F', Y, H'),$$

where the maps $H': X \times U' \Rightarrow Y$ and $F': X \times U' \times Y \Rightarrow X$ are given by

$$H'(x, u) = H(x, Q(u)), \quad (6)$$
$$F'(x, u, y) = F(x, Q(u) \cap H(x, \cdot)^{-1}(y), y). \quad (7)$$

Obviously, $S \circ Q$ is a system, and $Q$ supplies the system $S$ with a quantized version of inputs.

III.3 Theorem. Let $Q$ be a feedback refinement relation from the system $S_1$ to the system $S_2$.

$$S_i = (X_i, X_{i,0}, U_i, F_i, Y_i, H_i) \quad (8)$$

for $i \in \{1, 2\}$, where id: $X_i \rightarrow X_i$ denotes the identity map, and assume that the system $C$ has separated dynamics and is feedback composable with $S_2$. Then the following holds.

(i) $C$ is feedback composable with the series connection $Q \circ S_1$, and the series connection $C \circ Q$ is feedback composable with $S_1$.
(ii) $B((Q \circ S_1) \times C) \subseteq B(S_2 \times C)$.
(iii) For every $(0, (x_1, u)) \in B(S_1 \times (C \circ Q))$ there exists a map $x_2$ such that $(0, (x_2, u)) \in B(S_2 \times C)$ and $(x_1(t), x_2(t)) \in Q$ for all $t$ in the domain of $x_1$.

D. Solution of control problems

We are now going to solve control problems using Theorem III.3. To this end, let $S_1$ and $S_2$ be systems of the form (8), in which $S_1$ is seen as the plant and $S_2$ is an abstraction of $S_1$. Let further $Q$ be a feedback refinement relation from $S_1$ to $S_2$, which will appear as the quantizer in the resulting actual closed loop. See Fig. 1(b). In addition, assume that the control problem to be solved for the plant $S_1$ ("actual control problem") takes the form $(S_1, \Sigma_1)$, where $\Sigma_1$ is a specification on $X_1 \times U_1$. (Here and in the sequel, we always identify spaces of the form $\{0\} \times V$ with $V$.)

III.4 Definition. Let the systems $S_1$ and $S_2$ take the form (8), let $\Sigma_1$ be a specification on $X_1 \times U_1$, and let $Q \subseteq X_1 \times X_2$ be a strict relation. A specification $\Sigma_2$ on $X_2 \times U_2$ is called an abstract specification associated with $S_1$, $S_2$, $Q$, and $\Sigma_1$, if the following condition holds.

If $(0, (x_2, u)) \in \Sigma_2$, where $x_2$ and $u$ are defined on $[0; T]$ for some $T \in \mathbb{N} \cup \{\infty\}$, and if $x_1: [0; T] \rightarrow X_1$ satisfies $(x_1(t), x_2(t)) \in Q$ for all $t \in [0; T]$, then $(0, (x_1, u)) \in \Sigma_1$.

The result presented below shows that the technique of abstraction-based controller synthesis using feedback refinement relations is feasible and leads to the actual closed loop shown in Fig. 1(b).

III.5 Theorem. Let $Q$ be a feedback refinement relation from the system $S_1$ to the system $S_2$, where $S_1$ and $S_2$ take the form (8). Let further $\Sigma_1$ be a specification on $X_1 \times U_1$, and assume that $\Sigma_2$ is an abstract specification associated with $S_1$, $S_2$, $Q$, and $\Sigma_1$. Then the following holds.

If the abstract controller $C$ has separated dynamics and solves the abstract control problem $(\Sigma_2, \Sigma_2)$, then the refined controller $C \circ Q$ solves the actual control problem $(S_1, \Sigma_1)$.

The above result shows how to use a solution of an auxiliary, abstract control problem to arrive at the actual closed loop in Fig. 1(b), which solves the actual control problem. Abstractions and abstract controllers can actually be computed efficiently in many practical cases, e.g. [1]–[3], [6], [7], [12]–[17]. Details are beyond the scope of this paper. However, we will touch upon the issue of how to compute abstractions and abstract specifications in Section IV.
IV. Suitability of and Extensions to Previous Abstraction Techniques

In this section, we review existing symbolic controller synthesis procedures to see if and how they should be extended to benefit from the advantages of feedback refinement relations. In doing so, we will use the following control problem to illustrate our findings: Let us assume that we seek to steer the state of the continuous-time system

\[ \dot{x} = \begin{pmatrix} -1 & -\pi \\ \pi & -1 \end{pmatrix} x + \begin{pmatrix} 2 \\ -2 \end{pmatrix} u, \quad u \in U = [-3; 3], \]

into the target set

\[ Z_1 = [7/4, \infty] \times \mathbb{R}, \]

in which we can actually measure the state and control the input of (9) at integer-valued instances of time only. This leads us to the control problem \((S_1, \Sigma_1)\), where the plant \(S_1\) is given by

\begin{align*}
S_1 &= (\mathbb{R}^2, \mathbb{R}^2, U, F_1, \mathbb{R}^2, \text{id}), \\
F_1(x, u) &= -x \frac{e}{c} + \frac{2(1 + \varepsilon)}{e(1 + \pi^2)} (\pi + 1) u,
\end{align*}

and the specification \(\Sigma_1\) is given by

\[ \Sigma_1 = \left\{ (0, (x, u)) \in \{(0) \times \mathbb{R}^2 \times U\}^\infty \mid \exists t x(t) \in Z_1 \right\}. \]

This example has been tailored for the purpose of illustrating certain properties of the abstraction-based controller synthesis procedures we are going to review, resulting in somewhat unusual choices for the problem parameters. We emphasize, however, that all relevant phenomena exhibited by this control problem persist under sufficiently small perturbations of the parameter values.

We also note that we have chosen, for the sake of simplicity, to consider abstractions with countable rather than finite state space. Finite-state abstractions could be obtained by restricting the dynamics of the plant to a positively invariant, compact subset of its state space.

A. Approach based on alternating simulation relations [1]

We shall demonstrate first that, contrary to common belief [18, Section 4.2], the structure of the closed loop in Fig. 1(b) is not, in general, compatible with the use of alternating simulation relations. To this end, we define the system \(S_2\) and the relation \(Q\) by

\begin{align*}
S_2 &= (\mathbb{Z}^2, \mathbb{Z}^2, U, F_2, \mathbb{Z}^2, \text{id}), \\
F_2(x, u) &= \left\{ x' \in \mathbb{Z}^2 \mid \|x' - F_1(x, u)\|_2 \leq \eta \right\}, \\
Q: \mathbb{R}^2 &\rightarrow \mathbb{Z}^2: x \mapsto B_2(x, \varepsilon) \cap \mathbb{Z}^2, \\
\eta &= \sqrt{2}/2, \quad \varepsilon = 9/8,
\end{align*}

where \(\| \cdot \|_p\) denotes the \(p\)-Norm and \(B_2(c, r)\) denotes the closed ball with radius \(r\) centered at \(c\), with respect to \(\| \cdot \|_p\). Then \(Q\) is an \((\varepsilon\text{-approximate})\) alternating simulation relation from \(S_1\) to \(S_2\) by [1, Th. 11.12]. According to the Definition

III.4, the abstract specification \(\Sigma_2\) associated with \(S_1, S_2, Q\) and \(\Sigma_1\) is then given by

\[ Z_2 = \left\{ x \in \mathbb{Z}^2 \mid \tilde{B}_2(x, \varepsilon) \subseteq Z_1 \right\} = [3; \infty] \times \mathbb{Z}, \]

\[ \Sigma_2 = \left\{ (0, (x, u)) \in \{(0) \times \mathbb{Z}^2 \times U\}^\infty \mid \exists t x(t) \in Z_2 \right\}. \]

To solve the abstract control problem \((S_2, \Sigma_2)\), define

\[ p = (2, 1), \quad q = (1, 1), \quad \text{and} \quad r = (3, 1) \]

and observe that \(\{q\} = F_2(p, 2)\) and \(\{r\} = F_2(q, 3)\). In particular, \(\|p' - p\|_2 > \eta\) for \(p' = F_2(p, 2)\), and hence, \(p \notin F_2(p, 2)\) by (11b). See also Fig. 3(a). It follows that for any static system \(C\) satisfying

\begin{align*}
C &= \left\{ (0), \{0\}, \mathbb{Z}^2, F_c, U, H_c \right\}, \\
F_c(0, x) &= 0, \\
H_c(0, p) &= 2, \quad H_c(0, q) = 3,
\end{align*}

solutions of the closed loop \(S_2 \times C\) starting from the states \(p\) and \(q\) are transferred into the abstract target state \(r\). Moreover, it is possible to choose the output function \(H_c\) in \(\mathbb{Z}^2 \setminus \{p, q\}\) such that closed-loop solutions starting anywhere in \(\mathbb{Z}^2\) are forced into the target set \(Z_2\). Then the system \(C\) solves the abstract problem \((S_2, \Sigma_2)\).

It is well known that the abstract controller \(C\) can be refined to solve the actual control problem [1, Section 11.3]. However, the refined controller in [1] is rather complex, see Fig. 1(a), and is not simply given by the abstract controller with the alternating simulation relation acting as an interface. We would like to emphasize that this complexity issue is
not merely a result of the particular controller refinement procedure, but is intrinsic to alternating simulation relations. To this end, we show that the refined controller $C \circ Q$ fails to solve the actual control problem $(S_1, \Sigma_1)$. Even worse, using the strictly finer, single-valued quantizer $Q$ given by

$$ \tilde{Q} : \mathbb{R}^2 \rightarrow \mathbb{Z}^2 : x \mapsto \left( x + \left\lfloor \frac{-1}{2}, \frac{1}{2} \right\rfloor \right) \cap \mathbb{Z}^2 $$

(14)
does not resolve the issue. To see this, let $\varepsilon = \frac{4}{1+\pi} \left( \frac{1}{2} \right)$. Then $x \notin Z_1, \tilde{Q}(x) = \{p\}$, and $F_1(x, H_c(0,p)) = x$. Hence, $z$ is an equilibrium of the closed loop $S_1 \times (C \circ \tilde{Q})$, and $(0, (z, z, \ldots), (2, 2, \ldots))$ is in $B(S_1 \times (C \circ \tilde{Q}))$ but not in $\Sigma_1$. The crucial point with this example is that, under the control 2, there is no loop transition in $S_2$ emanating from the abstract state $p$, whereas the actual state $z$ associated with $p$ by the alternating simulation relation $Q$ is an equilibrium of the plant $S_1$.

B. Extension to feedback refinement relations

We now extend [1, Th. 11.12] to obtain abstractions in the sense of feedback refinement relations, and in turn, to arrive at a refined controller that is both static and symbolic. To this end, we consider the affine control system

$$ \dot{x} = Ax + Bu + Cw + h, $$

(15)
where $A, B$ and $C$ are real $n \times n, n \times r$ and $n \times l$ matrices, respectively, and $h \in \mathbb{R}^n$. Here, $u$ represents the input of the system which is amenable to control, and $w$ represents a disturbance which cannot be controlled. See [1, Sec. 11.1].

The signals $u$ and $w$ are defined on any closed interval. We also require $u$ and $w$ to be measurable and locally essentially bounded (which includes piecewise continuous signals) and consider absolutely continuous solutions of (15), e.g. [19].

We aim at computing abstractions for a sampled version of the affine control system (15) using a sampling time $\tau > 0$. Formally, we consider the system

$$ S_1 = (\mathbb{R}^n, \mathbb{R}^n, \mathcal{U}, F_1, \mathbb{R}^n, \text{id}), $$

(16a)

$$ F_1(\xi, u) = \{\xi' \in \mathbb{R}^n \mid \exists w \in \mathcal{W} \exists x : \text{solution of (15)} \text{ on } [0, \tau] \}
\quad x(0) = \xi, x(\tau) = \xi', $$

(16b)
where $\mathcal{U}$ and $\mathcal{W}$ denote sets of admissible controls and disturbances; these sets are non-empty sets of measurable and locally essentially bounded signals $[0, \tau] \rightarrow \mathbb{R}^r$ and $[0, \tau] \rightarrow \mathbb{R}^l$, respectively.

IV.1 Theorem. Consider the system $S_1$ in (16a) and define the function $V$ by $V(x) = \langle x | Px \rangle$, where $P$ is a real, symmetric, positive definite $n \times n$ matrix satisfying

$$ \alpha^2 \text{id} \leq P \leq \sigma^2 \text{id}, $$

(17)
$$ \lambda \geq \max \sigma(A^*P + PA)/2\alpha^2 $$

(18)
for constants $\lambda \in \mathbb{R}$ and $\alpha, \sigma > 0$. Here, $\langle \cdot | \cdot \rangle$ denotes the Euclidean inner product, $A^*$ is the transpose of $A$, and $\max \sigma(M)$ is the maximum eigenvalue of the matrix $M$.

Let the system $S_2$ be given by

$$ S_2 = (X_2, X_2, \mathcal{U}, F_2, X_2, \text{id}), \quad X_2 = 2\eta \mathbb{Z}^n/\sqrt{n}, $$

$$ F_2(\xi, u) = \{\xi' \in X_2 \mid \exists q \in F_1(\xi, u) V(\xi' - q) \leq \alpha \varepsilon (1 + e^{\lambda \varepsilon}) \}, $$

(19)
for some constants $\eta, \varepsilon$ satisfying (19). Then the relation $Q \subseteq \mathbb{R}^n \times X_2$ given by

$$ Q(\xi_1) = \{\xi_2 \in X_2 \mid V(\xi_1 - \xi_2) \leq \alpha \varepsilon \} $$

is a feedback refinement relation from $S_1$ to $S_2$.

We now come back to the special case (10) of the affine control system of the present section in order to demonstrate that abstractions based on feedback refinement relations resolve the issue discussed Section IV-A. The problem was that the equilibrium state $z$ in $S_1$ is associated with the non-equilibrium abstract state $p$. The abstraction $S_2$ in Theorem IV.1, with $\eta$ and $\varepsilon$ as in (11d), allows for additional transitions not present in abstractions based on alternating simulation relations. In particular, the abstract state $p$ is now an equilibrium. See Fig. 3(b). Hence, a controller solving $(S_2, \Sigma_2)$ cannot assign the control symbol 2 to the abstract state $p$ anymore.

Finally, it is easy to see that the controller (13a), (13b) given by $H_c(0, x) = \{3\}$ if $x_1 \leq -2$, and $H_c(0, x) = \{-3\}$, otherwise, solves the abstract control problem $(S_2, \Sigma_2)$. Thus, by Theorems IV.1 and III.5, $C \circ Q$ solves $(S_1, \Sigma_1)$ for the quantizer $Q$ given in (11c).

C. Approach based on bisimulation relations [3]

Consider the quantizer (14) and the system (11a) given by

$$ F_2(x, u) = \tilde{Q}(F_1(x, u)). $$

Then, under suitable hypotheses, there exists an ($\varepsilon$-approximate) bisimulation relation between $S_1$ and $S_2$ [3, Th. 1]. Moreover, if $C$ solves the abstract control problem $(S_2, \Sigma_2)$ and is additionally a minimum-time controller with respect to the target set $Z_2$, then $C \circ Q$ solves the actual control problem $(S_1, \Sigma_1)$ and is a minimum-time controller with respect to $Z_1$ [3, Th. 3].

The specific parameters given in (11d), however, do not satisfy the assumptions in [3]. Indeed, it can be easily verified that given (13c), the map $H_c$ can be extended to the whole of the abstract state space such that (13a) is a minimum time controller. Using the same arguments about the equilibrium point $z$ as in Section IV-A we see that $C \circ Q$ does not solve the actual control problem $(S_1, Z_1)$. This shows that the hypotheses of [3, Th. 3] are not satisfied. To actually satisfy them, the parameter $\eta$ could be decreased, which leads to finer state space quantization, and hence, to controllers that are more complex. Alternatively, the approximation error $\varepsilon$ could be increased. In any case, the quantizer must be single-valued, which is an essential requirement in [3] and does not allow for modeling any measurement errors. In addition, the results in [3] only cover pure reachability problems and also require plant stability. We therefore recommend to consider using feedback refinement relations instead.
D. Other approaches [13], [20]

There are several successful approaches to abstraction-based controller synthesis that do not make explicit reference to any kind of simulation relation; see [13], [14] and the references given there. In particular, the quantizers considered in [13] take the form

\[ Q : \mathbb{R}^n \Rightarrow V : x \mapsto \{ \Omega \in V \mid x \in \Omega \}, \]

where \( V \) is a covering of \( \mathbb{R}^n \) by non-empty sets. In the special case when the memory span equals 1, the abstractions \( S_2 \) computed in [13] take the form \( S_2 = (V, V, U, F_2, V, \text{id}) \) and satisfy the following condition on the map \( F_2 \):

\[ \{ \Omega' \in V \mid \Omega' \cap F_1(\Omega, u) \neq \emptyset \} \subseteq F_2(\Omega, u). \quad (20) \]

In other words, \( \Omega' \in F_2(\Omega, u) \) whenever \( u \in U, x \in \Omega \in V, x' = F_1(\Omega, u) \) and \( x' \in \Omega' \). Consequently, the relation \( \in \) considered as a subset of \( \mathbb{R}^n \times V \) is a feedback refinement relation from \( S_1 \) to \( S_2 \). Therefore, the computed abstractions can be used to synthesize symbolic controllers for arbitrary specifications, including liveness specifications, once the approach in [13] has been extended to build on non-prefix-closed behaviors and to impose the condition (3) on feedback connections.

In contrast, the abstractions computed in [20] satisfy the weaker condition \( F_1(\Omega, u) \subseteq \bigcup_{\Omega' \in F_2(\Omega, u)} \Omega' \) whenever \( \Omega \in V \) and \( u \in U \), in place of (20). Hence, the relation \( \in \) is not, in general, a feedback refinement relation, and the approach suffers from the deficits we have already discussed. Therefore, the stronger condition (20) should be adopted.

V. CONCLUSIONS

We have presented a novel approach to abstraction-based controller synthesis which builds on the concept of feedback refinement relation introduced in the present paper. While our approach shares the principle of “accepting more inputs, generating fewer outputs” with other theories, e.g. [1], [3], [4], [13], [21] and the references therein, it distinguishes itself from earlier methods in that it yields controllers that are less complex. In particular, the obtained controllers are actually symbolic, i.e., they do not require full plant state information, and in the case of pure reachability and pure safety problems, the controllers are additionally static. Moreover, our approach applies to arbitrary control specifications, including liveness specifications, does not require plant stability, and allows to model measurement errors.

Methods that actually compute abstractions or solve the resulting abstract control problems are beyond the scope of this note. However, we have extended one result from [1] to yield feedback refinement relations for affine control systems subject to disturbances. We are currently working on extensions of that result to more general classes of control systems.
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