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Abstract—Motivated by matrix scaling applications and, more recently, distributed averaging previous work has considered settings where the interconnections between components in a distributed system are captured by a strongly connected directed graph (digraph) and each component aims to assign weights on its outgoing edges (based on the weights on its incoming edges) so that the corresponding set of weights forms a doubly stochastic matrix. In particular, it has been shown that the system components can obtain a set of weights that form a doubly stochastic matrix via a variety of distributed algorithms. In this paper, we establish that the convergence rate of one such distributed algorithm is linear with rate between zero and one.

I. INTRODUCTION AND BACKGROUND

In this paper we study a problem that we left open in [1], namely the rate of convergence of a particular distributed matrix scaling algorithm, which allows the components of a multi-component system to obtain a set of weights that forms a doubly stochastic matrix. The primary motivation for this distributed matrix scaling algorithm was asymptotic average consensus—a special case of the distributed consensus problem (see, e.g., [2] and the references therein)—where all nodes (components) converge asymptotically to the average of their initial values. More specifically, a popular approach to asymptotic average consensus is to use a linear iteration, where each node repeatedly updates its value as a weighted linear combination of its own previous value and the previous values of its neighbors. In such case, one deals with an autonomous discrete-time linear system with a (time-invariant) transition matrix, also referred to as weight matrix, that is defined by the coefficients (weights) used in the linear updates. It is well-known that if this weight matrix is primitive and doubly stochastic, then the nodes will asymptotically converge to the average of their initial values (see, e.g., [2]–[5] and references therein).

Apart from allowing the nodes to asymptotically reach average consensus, a weight choice that forms a primitive doubly stochastic matrix is also important for a number of other tasks. For example, one of the early motivations for studying (centralized) algorithms for the matrix scaling problem was the desire to start from the stochastic matrix of a Markov chain and obtain a scaled version of it that is doubly stochastic and adheres to the sparsity structure of the original one (see, e.g., [6] and the references therein).

II. PRELIMINARIES

A. Notation and Graph Theoretic Notions

Real vectors are denoted by small letters, e.g., $x = [x_1, x_2, \ldots, x_n]^T$, $x_j \in \mathbb{R}$, where the superscript “$^T$” denotes matrix/vector transposition. Matrices are defined over the field of real numbers and are denoted by capital letters, i.e., $A = [a_{ij}] \in \mathbb{R}^{n \times n}$, and $A^T = [a_{ij}]$. We denote the $l_p$ norm of $A \in \mathbb{R}^{n \times n}$ (or $x \in \mathbb{R}^n$) by $\|A\|_p$ (or $\|x\|_p$). The symbol $I_n$ denotes the $n \times n$ identity matrix, whereas $1_n$ denotes the all-ones $n$-dimensional column vector, and $0_n$ denotes the all-zeros $n$-dimensional column vector. We reserve the symbol $k$ to index discrete time (iterations) and explicitly show the time dependence of a vector or a matrix as $x[k]$ or $A[k]$, respectively. We use the notation $\text{diag}(a_1, a_2, \ldots, a_n)$ (or $\text{diag}(a)$ where $a = [a_1, a_2, \ldots, a_n]^T$) to denote a diagonal matrix, with $a_j$ as its $(j,j)$ diagonal entry. More generally, the notation $\text{diag}(A_1, A_2, \ldots, A_n)$ denotes a block diagonal matrix, with the square matrix $A_j$ as its $(j,j)$ diagonal block.

Definition 1: Consider a sequence of real values $x_1, x_2, \ldots, x_k, \ldots$ that converges to some limit value $L$. We say that the sequence converges linearly to $L$ if there exist a real number $\mu \in (0,1)$ such that

$$\lim_{k \to \infty} \frac{|x_{k+1} - L|}{|x_k - L|} = \mu.$$ 

In such case we say that the rate of convergence is $\mu$.

The exchange of information between system components (nodes) is described by a digraph $G_d = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, 2, \ldots, n\}$ is the vertex set (each vertex corresponds to a node) and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the set of directed edges.
Edge \((j, i) \in E\) if node \(j\) can receive information from node \(i\). By convention, we assume no self-loops in \(G_d\) (i.e., \((j, j) \notin E\) for all \(j \in V\)). All nodes that can transmit (receive) information to (from) node \(j\) are said to be in-neighbors (out-neighbors) of node \(j\) and are represented by the set \(\mathcal{N}_{i}^{\pm} = \{i \in V | (j, i) \in E\}\) \(\mathcal{N}_{j}^{\pm} = \{i \in V : (i, j) \in E\}\). The number of in-neighbors (out-neighbors) of \(j\) is called the in-degree (out-degree) of \(j\) and is denoted by \(D_{j}^{-} = |\mathcal{N}_{j}^{-}|\) \(D_{j}^{+} = |\mathcal{N}_{j}^{+}|\). The \(n \times n\) matrix \(A\), with \(a_{ji} = 1\) if \((j, i) \in E\) and \(a_{ji} = 0\) otherwise, is called the adjacency matrix. We clearly have \(D_{j}^{-} = \sum_{i} a_{ji}\) and \(D_{j}^{+} = \sum_{i} a_{ij}\). A digraph is strongly connected if for any pair of vertices \(i\) and \(j\), \(i \neq j\), there exists a path that starts in \(i\) and ends in \(j\), i.e., a sequence of edges \((i_1, i), (i_2, i_1), \ldots, (i_k, i_{k-1}), (j, i)\) all of which belong in \(E\).

### B. A Distributed Matrix Scaling Algorithm

Given a strongly connected digraph \(G_d = (V, E)\), we consider a setting where each node can observe but cannot control the (likely different) values on the edges from its in-neighbors (note that it is not required that the node can identify the sender node associated with each value). Based on these (incoming) values, each node chooses its self-weight and the weights on the edges to its out-neighbors. Specifically, node \(j\) chooses its self-weight \(p_D[j, k + 1]\) and the weights \(\{p_E[j, k + 1] | l \in \mathcal{N}_j^+\}\) based on the weights \(\{p_E[j, k] | i \in \mathcal{N}_j^- \cup \{j\}\}\). While updating these weights, node \(j\) also imposes the following constraints:

- [C1] weights are nonnegative;
- [C2] the same weight \(p_E[j, k + 1]\) is used for all edges to out-neighbors of node \(j\) (this is an attractive feature in the case of wireless networks, because a single broadcast transmission by a node is received by all of its out-neighbors);
- [C3] the sum of the weights on the edges of the out-neighbors of node \(j\) is equal to one at all times, i.e., \(\sum_{i \in \mathcal{N}_j^- \cup \{j\}} p_E[j, k + 1] = 1\) (or, equivalently, \(D_j^+ p_E[j, k] + p_E[j, k] = 1\)).

Under Constraints C1–C3, the weight matrix \(P[k] = [p_E[j,k]]\) at each iteration is a column stochastic matrix that can be parameterized as

\[
P[k] = \mathcal{P} \Delta[k] + (I_n - \Delta[k]),
\]

where \(\Delta[k] = \text{diag}(\delta[k])\) \(\delta[k] = [\delta_1[k], \delta_2[k], \ldots, \delta_n[k]]^T\) is a diagonal matrix, and \(\mathcal{P} = [p_D[j]]\) is a matrix with all its diagonal entries being zero; and, for each \(j \in V\), \(p_D[j] = 1/D_j^+\), \(\forall l \in \mathcal{N}_j^+\), and zero otherwise. It is clear that \(\delta_j[k]\) determines node \(j\)’s self-weight and the weights on the edges to its out-neighbors as \(p_E[j, k] = 1 - \delta_j[k]\) and \(p_E[j, k] = \delta_j[k]/D_j^+, \forall l \in \mathcal{N}_j^+\). [Note that, as long as \(0 < \delta_j[k] \leq 1\), Constraints C1–C3 will be satisfied.]

The algorithm proceeds as follows. Initially, each node \(j\), \(j \in V\), chooses its self-weight and the weights on the edges to its out-neighbors to be \(p_E[j, 0] = 1/(1 + D_j^+), \forall l \in \mathcal{N}_j^+ \cup \{j\}\), by setting \(\delta_0[j] = D_j^+/(1 + D_j^+).\) Subsequently, at each iteration \(k\), each node \(j\) updates its \(\delta_j[k+1]\) (and, along with it, all the weights it controls, i.e., all \(p_E[j,k], \forall l \in \mathcal{N}_j^+ \cup \{j\}\), according to the parametrization described in (1)) as follows:

\[
\delta_j[k+1] = \begin{cases} 
\delta_j[k] e_j[k], & \text{if } e_j[k] \leq 1, \\
1 - \frac{1}{e_j[k]} (1 - \delta_j[k]), & \text{if } e_j[k] > 1,
\end{cases}
\]

where \(e_j[k] = \sum_{i \in \mathcal{N}_j^- \cup \{j\}} p_E[i, k]\). Intuitively, the update of each \(\delta_j\) in (2) ensures that when the \(j\)-th row sum of column stochastic matrix \(P[k]\) is greater than unity, then the \(j\)th diagonal entry is decreased (and vice-versa), while ensuring that the matrix \(P[k+1]\) remains column stochastic.

A formal description of the iterative procedure described above is provided in Algorithm 1 (Algorithm 3 in [1]). This matrix scaling algorithm can be used to perform distributed averaging in directed graphs [1].

### III. Linear Convergence

During the execution of Algorithm 1, we obtain a sequence of column stochastic matrices \(P[0], P[1], \ldots, P[k], \ldots\) with \(P[k] = [p_E[j,k]], \forall k\). Matrix \(P[k]\) can be parameterized as in (1). We use the following quantity as a measure of the closeness of matrix \(P[k]\) to being doubly stochastic.

**Definition 2:** Given an \(n \times n\) column stochastic matrix \(P[k] = [p_E[j,k]]\) parameterized as in (1), we define

\[
V[k] = V(P[k]) = V(\delta[k]) = \sum_j |\epsilon_j[k]|,
\]

where \(\epsilon_j[k] = -1 + \sum_{i \in \mathcal{N}_j^- \cup \{j\}} p_E[i, k] = -\delta_j[k] + \sum_{i \in \mathcal{N}_j^-} \frac{1}{D_j^+} \delta_i[k].\)

**Theorem 1:** Consider a strongly connected digraph \(G_d = (V, E)\) (where \(V = \{1, 2, \ldots, n\}\) is the set of nodes and \(E \subseteq V \times V \setminus \{(j, j) | j \in V\}\) is the set of directed edges), in which the nodes execute Algorithm 1, so that they obtain a sequence of matrices \(P[0], P[1], \ldots, P[k], \ldots\), parameterized by (1) and updated according to (2). Then, the corresponding sequence of values \(V[0], V[1], \ldots, V[k], \ldots\) (where \(V[k] = V(P[k])\) as in Definition 2) converges linearly to zero with rate of converge \(\mu \in (0, 1)\).
We first outline the main steps of the proof and we subsequently discuss each one in detail.

[S1] We establish that for the $V[k]$ in Definition 2 we have $\lim_{k \to \infty} V[k] = 0$.

[S2] We then write the $n$-dimensional nonnegative vector $\delta[k] = [\delta_1[k], \delta_2[k], \ldots, \delta_n[k]]^T$ as $\delta[k] = \alpha[k] v + E[k],$ where (i) $v$ is the unique $1$-positive vector that satisfies $v = \mathcal{P}v$ and is normalized so that $\sum_j v_j = 1$, (ii) $\alpha[k]$ is a positive scalar that satisfies $\alpha[k] = \sum_{j=1}^n \delta_j[k]$, and (iii) $E[k] = \delta[k] - \alpha[k] v$ is an $n$-dimensional "error" vector. We argue that this decomposition is unique and the vector $E[k] = [E_1[k], E_2[k], \ldots, E_n[k]]^T$ satisfies $\sum_{j=1}^n E_j[k] = 0$ and $\lim_{k \to \infty} E[k] = 0$.

[S3] The next step is to argue that for some $K$, we have that $\alpha[k] \geq \alpha^* > 0$ for all $k \geq K$; we use this fact to establish that $\delta_{\text{min}}[k] := \min \{\delta_j[k]\} \geq \delta^*_{\text{min}} > 0$, $\forall k \geq K$.

[S4] We then establish that $V[k + n] \leq \gamma^* V[k]$, where $0 \leq \gamma^* < 1$. This means that every $n$ steps the value of $V[k]$ is guaranteed to decrease by a factor of $\gamma^*$.

[S5] The last step is to establish that for each $j \in \mathcal{V}$, we have linear convergence of $\epsilon_j[k]$ to zero, which in turn implies that the sequence $\delta_j[k]$ is Cauchy, i.e., $\delta_j[k]$ converges (linearly in our case) to some limit value $\delta^*_j$. Thus, the vector $\delta[k]$ converges linearly to some limit value $\delta^* = [\delta^*_1, \delta^*_2, \ldots, \delta^*_n]^T$, and $P[k]$ converges linearly to some limit matrix $P^* = \mathcal{P}\text{diag}(\delta^*) + (I_n - \text{diag}(\delta^*))$ which is primitive doubly stochastic.

A. **Step S1: Convergence of $V[k]$**

Here we use the LaSalle Invariance Principle for discrete-time dynamical systems (as provided below as stated in (12, Theorem 1.19)) to show that $\lim_{k \to \infty} \sum_j |\epsilon_j[k]| = 0$, where $\epsilon_j[k]$ was provided in Definition 2.

**Theorem 2 (LaSalle Invariance Principle):** Consider a discrete-time dynamical system described by $\delta[k + 1] = f(\delta[k])$, where $f : \mathcal{X} \to \mathcal{X}$, $\mathcal{X} \subseteq \mathbb{R}^n$. Assume that the following assumptions hold:

[L1] there exists a closed set $\mathcal{W} \subseteq \mathcal{X}$ that is positively invariant for $\delta[k + 1] = f(\delta[k])$, $\delta[k] \in \mathcal{X}$;

[L2] there exists a function $\mathcal{V} : \mathcal{X} \to \mathbb{R}$ that is non-increasing along $f(\cdot)$ on $\mathcal{W}$;

[L3] all evolutions of $\delta[k + 1] = f(\delta[k])$, $\delta[k] \in \mathcal{X}$, with initial conditions in $\mathcal{W}$ are bounded; and

[L4] $f(\cdot)$ and $\mathcal{V}(\cdot)$ are continuous on $\mathcal{W}$.

Then, each evolution with initial conditions in $\mathcal{W}$ approaches a set $\mathcal{E} = V^{-1}(c) \cap \mathcal{S}$, where $V^{-1}(c)$ is the level set of $V(\cdot)$ that corresponds to a real constant $c$, and $\mathcal{S}$ is the largest positively invariant set contained in $\mathcal{F} = \{\delta \in \mathcal{W} | V(f(\delta)) = V(\delta)\}$.

The evolution of $\delta[k]$ during the execution of the matrix scaling algorithm can be written as $\delta[k + 1] = f(\delta[k])$, with the $j^{th}$ component of the vector-valued function $f(\cdot)$ given (according to (2)) by

$$f_j(\delta[k]) = \begin{cases} \frac{\delta_j[k] \epsilon_j[k]}{\epsilon_j[k]} , & \text{if } \epsilon_j[k] \leq 1 , \\ 1 - \frac{1}{\epsilon_j[k]} (1 - \delta_j[k]) , & \text{if } \epsilon_j[k] > 1 , \end{cases}$$

where $\epsilon_j[k] = \sum_{i \in \mathcal{N}_j \cup \{j\}} p_{ji}[k] = 1 - \delta_j[k] + \sum_{i \in \mathcal{N}_j} \frac{1}{\epsilon_i} \delta_i[k]$. Note that $V[k]$ in Definition 2 is non-negative and becomes zero if and only if $\delta_j[k] = \sum_{i \in \mathcal{N}_j} \frac{1}{\epsilon_i} \delta_i[k], \forall j$. In matrix notation, this is equivalent to $\mathcal{P}\delta[k] = \delta[k]$ and implies that $\delta[k] = \alpha[k] v$, where $\alpha[k]$ is a nonnegative constant, and $v$ is the unique positive vector that satisfies $v = \mathcal{P}v$ and $\sum_j v_j = 1$.

**Lemma 1 (See the proof of Theorem 5 in [11]):** Consider a strongly connected digraph $\mathcal{G}_d = (\mathcal{V}, \mathcal{E})$, where each node $j \in \mathcal{V}$ executes the distributed matrix scaling algorithm and updates variable $\delta_j[k]$ according to (2). Then, we have $V[k + 1] \leq V[k]$. Furthermore, $V[k + 1] = V[k]$ if and only if $\delta[k] \in \mathcal{F} = \{\delta | \mathcal{P}\delta = \delta, 0 \leq \delta \leq 1, \forall j\}$.

**Theorem 3:** Consider a strongly connected digraph $\mathcal{G}_d = (\mathcal{V}, \mathcal{E})$, where each node $j \in \mathcal{V}$ executes the distributed matrix scaling algorithm and updates variable $\delta_j[k]$ according to (2), with $\delta_j[0] = \frac{1}{\epsilon_i + \eta_i + \xi}$. Then, as $k \to \infty$, $\delta[k] = [\delta_1[k], \delta_2[k], \ldots, \delta_n[k]]^T$ will approach the set $\mathcal{F} = \{\delta | \mathcal{P}\delta = \delta\}$.

**Proof:** In order to establish that, as $k \to \infty$, $\delta[k] = [\delta_1[k], \delta_2[k], \ldots, \delta_n[k]]^T$ approaches the set $\mathcal{F} = \{\delta | \mathcal{P}\delta = \delta\}$, we will use the LaSalle Invariance Principle in Theorem 2. Assumptions L1–L3 are easy to establish and we omit the discussion due to space limitations. Regarding L4, we can check that whenever $0 \leq \delta_j[k] \leq 1$, $\forall j$, and $\epsilon_j[k] < 1$ or $\epsilon_j[k] > 1$, the $f_j(\cdot)$’s are continuous (with respect to the $\delta_j[k]$’s) and so is $f(\cdot)$. Additionally, whenever $\epsilon_j[k] \uparrow 1$, it follows from the first line of (3) that $f_j(\delta[k]) = \delta_j[k]$, and whenever $\epsilon_j[k] \downarrow 1$, it follows from the second line of (3) that $f_j(\delta[k]) = \delta_j[k]$; therefore, the $f_j(\cdot)$’s are continuous everywhere on $\mathcal{W}$ and so is $f(\cdot)$. Finally, since $\epsilon(\delta[k]) = -\delta_j[k] + \sum_{i \in \mathcal{N}_j} \frac{1}{\epsilon_i} \delta_i[k], \forall j$, are continuous on $\mathcal{W}$, it follows that $V(\delta[k]) = \sum_{j=1}^n |\epsilon_j(\delta[k])|$ is continuous on $\mathcal{W}$. Thus, since $f(\cdot)$ and $V(\cdot)$ are both continuous on $\mathcal{W}$, Assumption L4 in Theorem 2 holds.

Since Assumptions L1–L4 in Theorem 2 hold for the system $\delta[k + 1] = f(\delta[k])$ whenever $0 \leq \delta_j[0] \leq 1$, $\forall j$, we know that each system evolution will approach a set $\mathcal{E} = V^{-1}(c) \cap \mathcal{S}$, where $V^{-1}(c)$ is the level set of $V(\cdot)$ that corresponds to a real constant $c$, and $\mathcal{S}$ is the largest positively invariant set contained in $\mathcal{F} = \{\delta \in \mathcal{W} | V(f(\delta)) = V(\delta)\} = \{\delta \in \mathcal{W} | \mathcal{P}\delta = \delta\}$. The set $\mathcal{F}$ is also positively invariant for the system: this follows from the fact that if $\delta[0] \in \mathcal{F}$, we have $\epsilon[0] = (1 - \delta[0]) + \sum_{i \in \mathcal{N}_j} \frac{1}{\epsilon_i} \delta_i[0] = 1, \forall j$, which implies that each node $j$ obtains $\delta_j[1]$ using the first line of (3), from where we see that $\delta_j[1] = \delta_j[0], \forall j$; thus, $\epsilon[1] = (1 - \delta[1]) + \sum_{i \in \mathcal{N}_j} \frac{1}{\epsilon_i} \delta_i[1] = 1, \forall j$, therefore $\delta[1] \in \mathcal{F}$. By induction, we can establish that $\delta[k] \in \mathcal{F}, k > 0$, if $\delta[0] \in \mathcal{F}$. Thus, the largest subset $\mathcal{S}$ of $\mathcal{F}$ that is positively invariant is indeed $\mathcal{F}$, i.e., $\mathcal{S} \subseteq \mathcal{F}$.
The final step is to determine the real constant $c$ that defines $E = V^{-1}(c) \cap S$; we will establish that the set $E = V^{-1}(c) \cap S$ is nonempty only when $c = 0$. Since $S \equiv F$, it follows from the definition of $F$ that $S = S_1 \cap S_2 \cap \cdots \cap S_n$, where $S_j = \{ x \mid (1 - \delta_j) + \sum_{i \in N_j^-} \frac{1}{\delta_i} \delta_i = 1 \}$. Thus, for the set $E = V^{-1}(c) \cap S$ to be nonempty, we need each set $E_j = V^{-1}(c) \cap S_j$ to also be nonempty. Since $V(\delta[k]) = \sum_{j=1}^n \epsilon_j[k]$, if $c > 0$, there exists at least one $l \in \mathcal{V}$ for which $|\epsilon_l[k]| > 0$, thus $(1 - \delta_l[k]) + \sum_{i \in N_l^-} \frac{1}{\delta_l} \delta_i[k] \neq 1$; therefore $E_l = V^{-1}(c) \cap S_l = \emptyset$, which implies that $E$ is empty whenever $c > 0$. Since $V(\delta[k]) = 0$ only if $(1 - \delta_j[k]) + \sum_{i \in N_j^-} \frac{1}{\delta_i} \delta_i[k] = 1$, $\forall j$, we have that $V^{-1}(0) = \{ x \mid (1 - \delta_j) + \sum_{i \in N_j^-} \frac{1}{\delta_i} \delta_i = 1 \}$, $\forall j$, i.e., $V^{-1}(0) \equiv S$; thus $E \equiv S \equiv F$. Now, since for all executions of the matrix scaling algorithm, we have that $\delta_j[0] = \frac{D_j^+}{1 + D_j^+}$, $\forall j$, it holds that $\delta[0] \in \mathcal{V}$; therefore, the LaSalle Invariance Principle establishes that $\delta[k]$ approaches $E \equiv S \equiv F$, i.e., as $k \to \infty$, we have that $\epsilon_j[k] = (1 - \delta_j[k]) + \sum_{i \in N_j^-} \frac{1}{\delta_i} \delta_i[k] = 1$, $\forall j$, i.e., $|\epsilon_j[k]| \to 0$ as $k \to \infty$.

**B. Step S2: Convergence of $E[k]$**

Since $G_d$ is strongly connected, the column stochastic matrix $\overline{P}$, which has the same sparsity structure as the adjacency matrix of $G_d$, is irreducible; thus, it has a unique positive eigenvector $v$ corresponding to eigenvalue 1 (i.e., $v$ satisfies $\overline{P}v = v$) that we take, without loss of generality, to be normalized so that $\sum_j v_j = 1$ (see, e.g., [11, Theorem 8.4.4]). The Jordan decomposition of $\overline{P}$ ensures that we can write
\[
\overline{P} = UJU^{-1},
\]
where $J_r$, $\ell = 1, 2, \ldots, l$, is the $l$th Jordan block and $u_1$, $u_2$, ..., $u_n$ (the columns of the invertible matrix $U$) are the generalized eigenvectors of $\overline{P}$. The matrix $P$ has $l$ eigenvalues $\lambda_k$ such that $J_k \equiv \lambda_k = 1$, $\forall k \leq n$. Without loss of generality, we assume that the first Jordan block is of form $[\lambda_1 = 1]$ (i.e., there is a single eigenvalue at 1) and all other eigenvalues have values different from 1 (and, since $\overline{P}$ is column stochastic, magnitude $|\lambda_k| \leq 1$).

Moreover, we have $u_1 = v$ (one can easily see that $u_1$ is the right eigenvector that corresponds to $\lambda_1$ by writing $PU = UJ$ which implies that $P \sum_j u_j = u_1 \lambda_1$) and that the first row of matrix $U^{-1}$ is the left eigenvector that corresponds to $\lambda_1 = 1$ (this can be seen by writing $U^{-1}P = JVU^{-1}$ and focusing on the first row), i.e., the first row of $U^{-1}$ has to be $1^n$ (so that $1^n_\mathbf{T}$).

Clearly, we can write $\delta[k] = U\epsilon[k]$ for a coefficient vector $\epsilon[k] = U^{-1}\delta[k] := [c_1[k], c_2[k], ..., c_n[k]]^T$. Specifically, the above decomposition implies that we can write $\delta[k] = c_1[k]v + E[k]$, where $v = u_1$, and $E[k] = UC[k]$ with $c[k] = [0, c_2[k], ..., c_n[k]]^T$. We observe that $1^n_\mathbf{T}E[k] = 1^n_\mathbf{T}U\epsilon[k] = [1, 0, 0, ..., 0]\epsilon[k] = 0$ (because $1^n_\mathbf{T}$ is the first row of matrix $U^{-1}$). Thus, we have $c_1[k] = \alpha[k]$ and $E[k] = E[k]$ (i.e., the above decomposition is identical to the decomposition introduced in Step S2).

It is easy to verify that the vector $\epsilon[k] := [c_1[k], c_2[k], ..., c_n[k]]^T$ (where the $\epsilon_j[k]$ were introduced in Definition 2) can be written as
\[
\epsilon[k] = (\overline{P} - I_n)\delta[k] = U(\overline{J} - I_n)c[k] .
\]

Thus,
\[
\begin{pmatrix}
0 & 0 \\
0 & 0 \\
\vdots & \vdots \\
0 & 0 \\
\end{pmatrix}_{n-1}
\begin{pmatrix}
0 \\
c_2[k] \\
c_3[k] \\
\vdots \\
c_n[k] \\
\end{pmatrix}_n
= U^{-1}\epsilon[k] ,
\]
which allows us to conclude that
\[
|\epsilon[k]| \leq ||\epsilon[k][1]||U^{-1}\|\epsilon[k]\|_{\infty} (4)
\]
\[
|E[k]| \leq ||U||_1|\epsilon[k]| \leq ||U||_1||U^{-1}||_1|\epsilon[k]|_{\infty} (5)
\]

(note that $\tilde{Q}$ is invertible because it is an upper-triangular matrix with nonzero entries on the diagonal—since $\lambda_k \neq 1$ for all $k \neq 1$, we have that $\lambda_k - 1 \neq 0$, $\ell \neq 1$). Thus, since $V[k]$ goes to zero with increasing $k$ (and so does $\epsilon[k]$), we have that $c_2[k], c_3[k], ..., c_n[k]$ also go to zero. Therefore, we have established that in the decomposition $\delta[k] = \alpha[k]v + E[k]$, the vector $E[k]$ goes to zero.

**C. Step S3: Bounding $\delta[k]$ Away From Zero**

In this section we establish that there exists a constant $\delta_{\min}^*>0$ such that, for some $K$, we have $\delta_j[k] \geq \delta_{\min}^*$ for all $j \in \mathcal{V}$ and all $k \geq K$ (i.e., $\delta_{\min}[k] := \min_j(\delta_j[k]) \geq \delta_{\min}^*$). We start by showing that for some $K$, the following inequality holds for $k \geq K$: $\alpha[k+1] \geq \alpha[k]$, if $\alpha[k]\epsilon_{\min} < 1/2$, where $\epsilon_{\min} = \min_j v_j$. To establish this, we re-write the evolution of $\delta_j[k]$ in terms of $\epsilon_j[k]$. Specifically, using (2), we have
\[
\delta_j[k+1] = \delta_j[k] + \epsilon_j[k+1] ,
\]
where
\[
\epsilon_j[k+1] = \begin{cases}
\delta_j[k]\epsilon_j[k] , & \epsilon_j[k] \leq 0 , \\
(1 - \delta_j[k])\epsilon_j[k] \frac{\epsilon_j[k]}{1 + \epsilon_j[k]} , & \epsilon_j[k] > 0 .
\end{cases}
\]

Multiplying both sides of (6) on the left by $1^n\mathbf{T}$ we obtain that
\[
\sum_j \delta_j[k+1] = \sum_j \delta_j[k] + \sum_j \epsilon_j[k] ,
\]

or $\alpha[k+1] = \alpha[k] + \sum_j \epsilon_j[k]$. Focusing on $\sum_j \epsilon_j[k]$, we can write it as follows:
\[
\sum_j \epsilon_j[k] = \sum_{j \in A[k]} \delta_j[k] - \sum_{j \in B[k]} (1 - \delta_j[k]) \frac{\epsilon_j[k]}{1 + \epsilon_j[k]} ,
\]
where $A[k] := \{ j \mid \epsilon_j[k] \leq 0 \}$, and $B[k] := \{ j \mid \epsilon_j[k] > 0 \}$. 3243
From Step S1, we know that for any \( \varepsilon > 0 \), it is always possible to find a large enough \( K \) such that \( V[k] < \varepsilon \) (and thus \( |\epsilon_j[k]| < \varepsilon / 2 < \varepsilon \) for all \( k \geq K \). Letting \( \delta_\text{max}[k] = \max_j \{ \delta_j[k] \} \), for \( k \geq K \), we have that
\[
\sum_j \epsilon_j[k] \geq \delta_\text{max}[k] \sum_{j \in A[k]} \epsilon_j[k] + \frac{1 - \delta_\text{max}[k]}{1 + \varepsilon} \sum_{j \in B[k]} \epsilon_j[k]
\]
\[
\geq \left( \frac{1 - \delta_\text{max}[k]}{1 + \varepsilon} - \delta_\text{max}[k] \right) \sum_{j \in B[k]} \epsilon_j[k].
\]
[Note that \(- \sum_{j \in A[k]} \epsilon_j[k] = \sum_{j \in B[k]} \epsilon_j[k] \geq 0\). This implies that \( \sum_j \epsilon_j[k] \geq 0 \) as long as \( \delta_\text{max}[k] \leq \frac{1}{2 + \varepsilon} \).

For small values of \( \varepsilon \), we know from (5) that our choice of \( K \) will ensure that
\[
|\delta_\text{max}[k] - \alpha[k] v_\text{max}| \leq |E[k]| \leq \alpha \varepsilon / 2 < \alpha \varepsilon ,
\]
where \( v_\text{max} = \max_j \{ v_j \} \). Therefore, we have \( \sum_j \epsilon_j[k] \geq 0 \) as long as \( \alpha[k] \leq \frac{1}{2 + \varepsilon} \). Specifically, this means that for \( k \geq K, \alpha[k + 1] \geq \alpha[k] \) if \( \alpha[k] \leq \frac{1}{2 + \varepsilon} \) (note that \( \alpha[k + 1] \) might decrease if \( \alpha[k] > \frac{1}{2 + \varepsilon} \) but it will increase again if it goes below this value). We conclude that
\[
\alpha[k] \geq \min(\alpha[K], \frac{1}{2 + \varepsilon} v_\text{max} - \varepsilon \alpha).
\]

Note that \( n \varepsilon \) is the maximum decrease that \( \alpha[k+1] \) can suffer if \( \alpha[k] \) ever goes above \( \frac{1}{2 + \varepsilon} v_\text{max} \). To see this, notice from (6) that \( |\epsilon_j[k + 1]| \leq |\epsilon_j[k]| \leq \varepsilon / 2 < \varepsilon \) for \( k \geq K \). Clearly, we can always choose \( \varepsilon \) small enough so that \( \alpha^* > 0 \).

Consider now the parameterization \( \delta[k] = \alpha[k] \ v + E[k] \), where \( E[k] \) converges to zero. For any \( \varepsilon_1 > 0 \), we can find \( K_1 \) such that for \( k \geq K_1 \), we have \( |E[k]| \leq \varepsilon_1 \). Choose \( \varepsilon_1 < \alpha^* v_\text{min} \); then, for \( k \geq \max\{K, K_1\} \) we have
\[
\delta_\text{min}[k] \geq \alpha^* v_\text{min} - \varepsilon_1 .
\]

**D. Step S4: Linear Convergence of \( V[k] \)**

Next, we establish that \( V[k] \) converges linearly to zero for \( k \geq \max\{K, K_1\} \). [Recall that these choices of \( K \) and \( K_1 \) imply that \( V[k] \leq \varepsilon \) for \( k \geq \max\{K, K_1\} \).

From the already established relationship \( \epsilon[k] = (\mathcal{T} - I_n) \delta[k] \) and the evolution of \( \delta_j[k] \) in (6), we have
\[
\epsilon[k + 1] = (\mathcal{T} - I_n) \delta[k + 1] = (\mathcal{T} - I_n) (\delta[k] + D[k] \epsilon[k]) = \epsilon[k] + (\mathcal{T} - I_n) D[k] \epsilon[k] = \left( (I_n - D[k]) + TD[k] \right) \epsilon[k],
\]
where \( D[k] \) is a diagonal matrix with entries that are either equal to (i) \( \delta_j[k] \) if node \( j \in A[k] \), or (ii) \( \frac{1 - \delta_j[k]}{1 + \epsilon_j[k]} \) if \( j \in B[k] \) (note that in both cases the diagonal entries of \( D[k] \) are between 0 and 1). It is worth pointing out that the matrix \( \mathbb{P}[k] \) as defined in (7) is a column stochastic matrix regardless of the particular choices on the diagonal matrix \( D[k] \).

We are interested in establishing the rate of convergence of \( V[k] = -2 \sum_{j \in A[k]} \epsilon_j[k] \), where we used the fact that \(- \sum_{j \in A[k]} \epsilon_j[k] = \sum_{j \in B[k]} \epsilon_j[k] \). Let \( \epsilon^-[k], \epsilon^+[k] \) be the vectors that satisfy
\[
\epsilon_j^-[k] = \begin{cases} \epsilon_j[k], & \text{if } \epsilon_j[k] \leq 0 \\ 0, & \text{otherwise} \end{cases}
\]
\[
\epsilon_j^+[k] = \begin{cases} \epsilon_j[k], & \text{if } \epsilon_j[k] > 0 \\ 0, & \text{otherwise} \end{cases}
\]
where we have \( \sum_j \epsilon_j^+[k] = \sum_{j \in A[k]} \epsilon_j[k] = V[k]/2 \), and \( \sum_j \epsilon_j^-[k] = \sum_{j \in B[k]} \epsilon_j[k] = V[k]/2 \).

Iterating the relationship in (7) for \( \ell \) steps, we have
\[
\epsilon[k + \ell] \equiv (\Pi_{\ell=0}^\ell [I_n - D[k + \ell] + \mathcal{P} D[k + \ell]) \epsilon[k],
\]
where \( \mathbb{P}[k] \equiv (k + \ell - 1) \), being a product of column stochastic matrices, is a column stochastic matrix itself. Moreover, for any \( \ell \) we have
\[
\epsilon[k + \ell] = \epsilon^+[k + \ell] + \epsilon^-[k + \ell] = \mathbb{P}[k] \epsilon[k + \ell] + \mathbb{P}[k] \epsilon[k + \ell] = \mathbb{P}[k] \epsilon[k + \ell] + \mathbb{P}[k] \epsilon[k + \ell] = \mathbb{P}[k] \epsilon[k + \ell],
\]
where \( \mathbb{P}[k] \) is a column stochastic matrix) we have
\[
\sum_j \epsilon_j^-[k + \ell] = \sum_j \epsilon_j[k] = V[k]/2 \quad \text{and} \quad \sum_j \epsilon_j^+[k + \ell] = \sum_j \epsilon_j[k] = V[k]/2 \quad \text{and} \quad \sum_j \epsilon_j^-[k + \ell] = \sum_j \epsilon_j[k + \ell] \geq \sum_j \epsilon_j^+[k + \ell] .
\]

Denote by \( j^- \) the entry that has the smallest (negative) value in \( \epsilon^-[k] \), and by \( j^+ \) the entry that has the largest (positive) value in \( \epsilon^+[k] \). Clearly, we have
\[
V[k]/2 \leq \epsilon_j^-[k] \leq \epsilon_j^-[k] \leq -V[k]/2, \quad \text{and} \quad \frac{V[k]}{2} \leq \epsilon_j^+[k] \leq \epsilon_j^-[k] .
\]

Consider the two cases below.

**[Case 1]** Suppose that for some \( \ell \leq n \) the following holds: true at time steps \( k + 1, k + 2, \ldots, k + \ell - 1 \), node \( j^+ \) has a positive \( \epsilon_j^+ \) and then it becomes negative at time step \( k + \ell \). This means that the \((j^+, j^-)\) diagonal entry of matrices \( \mathbb{P}[k + \ell], \ell = 0, 1, \ldots, k + 1 - \ell \), is of the form
\[
1 - D[k + \ell] j^+, j^+ = 1 - \frac{1 - \delta_j^+[k + \ell]}{1 + \epsilon_j^+[k + \ell]} < \frac{\delta_j^+[k + \ell]}{1 + \epsilon_j^+[k + \ell]} \geq \frac{\delta_j^-[k + \ell]}{1 + \epsilon_j^-[k + \ell]} \geq \frac{\delta_j^-[k + \ell]}{2} \geq \frac{\delta_j^-[k + \ell]}{2n} .
\]

Thus, we have
\[
\epsilon_j^+[k + \ell - 1] = \left( \frac{\delta_j^-[k + \ell]}{2n} \right) \epsilon_j^-[k + \ell] \geq \left( \frac{\delta_j^-[k + \ell]}{2n} \right)^{\ell - 1} V[k] \]

Since \( \epsilon_j^-[k + \ell] \leq 0 \), this means that at time step \( k + \ell \),
\[
V[k + \ell] \leq V[k] - 2 \left( \frac{\delta_j^-[k + \ell]}{2n} \right)^{\ell - 1} V[k] \leq \left( 1 - \left( \frac{\delta_j^-[k + \ell]}{2n} \right)^{\ell - 1} \right) V[k].
\]
[Case 2] Suppose that at time steps \( k + 1, k + 2, ..., k + n \), node \( j^+ \) has a positive \( \epsilon_{j^+} \) (i.e., unlike Case C1, it does not become negative). Then, using the same argument as in Case C1, we have that

\[
\epsilon_{j^+}^{k+1}[n+1] \geq \left( \frac{\delta_{\min}^*}{2} \right)^{n-1} \frac{V[k]}{2^n}.
\]

Now consider what happens to node \( j^- \). Since the digraph is strongly connected, there exists some \( l, l \leq n - 1 \), such that there is a path from \( j^- \) to \( j^+ \), say through nodes \( j_0 = j^- \), \( j_1 \), \( j_2, ..., j_{l-1}, j_l = j^+ \). Suppose that the nodes \( j_0, j_1, ..., j_{l-1} \) satisfy \( \epsilon_{j_0}[k] \leq 0, \epsilon_{j_1}[k+1] \leq 0, ..., \epsilon_{j_{l-1}}[k+l-1] \leq 0 \) (if this is not the case, the same argument that we develop below goes through using, instead of \( j^+ \), the first node in the path from \( j^- \) to \( j^+ \) that violates this assumption). Considering matrix \( P[k] \) we see that

\[
P[k] = (D_{k-1}) ... (D_0)(D_1)(D_2)\ldots(D_{l-1}) + \cdots + \sum_{j=0}^{\infty} D_j(D_{j+1}) \cdots (D_{l-1}),
\]

where all components in the above summation are nonnegative matrices (for notational convenience, we wrote \( D_k = D(k+1) \)). In particular, note that the \((j^+, j^-)\) entry in the matrix \( P[k] \) will satisfy \( D_j(j_0, j_l) = \delta_{\min}^*[k+l] \geq \delta_{\min}^* \) for \( l = 0, 1, ..., l - 1 \). Thus, we have

\[
\epsilon_{j^-}^{k+l} \geq -\left( \frac{\delta_{\min}^*}{2} \right)^{l} \frac{V[k]}{2^n}.
\]

Since \( \epsilon_{j^-}^{k+l} > \delta_{\min}^*/2^n \), we are guaranteed that

\[
V[k+l] \leq V[k] - 2 \left( \frac{\delta_{\min}^*}{2^n} \right)^{l} \frac{V[k]}{2^n} \leq \left( 1 - \frac{1}{n} \left( \frac{\delta_{\min}^*}{2^n} \right)^{l} \right) V[k].
\]

Clearly, the worst case scenario for Case 2 occurs when \( \ell = n - 1 \). Considering the worst case for both Case 1 and Case 2 (and since \( \delta_{\max} \geq 2 \)) we have

\[
V[k+n] \leq \left( 1 - \frac{1}{n} \left( \frac{\delta_{\min}^*}{2^n} \right)^{n-1} \right) V[k].
\]

E. Step SS: Establishing Convergence of \( \delta[k] \)

**Lemma 2:** For \( j \in \mathcal{V} \), the sequence \( \delta_j[0] = \frac{D^+_{j}}{\gamma^*}, \delta_j[1], ..., \delta_j[k], ..., \) is Cauchy and has a limit \( \delta^*_j \).

**Proof:** From (6) and the update for \( \epsilon_{j}^{k+1} \) below it, we have \( |\delta_j[k+1] - \delta_j[k]| \leq 2 \nabla_j[k] \leq V[k]/2 \), where the next to last inequality follows from the fact that \( 0 \leq \delta_j \leq 1 \), while the last inequality follows from the definition of \( V[k] \). To show that \( \delta_j[k] \) is a Cauchy sequence, we need to establish that for any \( \varepsilon \), we can find an \( N \) such that, for any \( k_2 \geq k_1 \geq N \), we have \( |\delta_j[k_2] - \delta_j[k_1]| < \varepsilon \).

Take \( \varepsilon' = \frac{2(1 - \gamma^*)}{n} \varepsilon \) and let \( N \) be such that \( V[k] \leq \varepsilon' \) for \( k \geq N \). Then for \( k \geq N \) we have \( |\delta_j[k+1] - \delta_j[k]| \leq \varepsilon'/2 \).

For any \( k_2 \geq k_1 \geq N \), we have

\[
|\delta_j[k_2] - \delta_j[k_1]| \leq \sum_{k=k_1}^{k_2-1} |\delta_j[k+1] - \delta_j[k]| \leq \sum_{k=k_1}^{\infty} |\delta_j[k+1] - \delta_j[k]| \leq \sum_{j=0}^{\infty} (\gamma^*)^j \frac{n}{2}, \quad \frac{1}{1 - \gamma^*} n\varepsilon'/2 = \varepsilon.
\]

Thus, \( \delta_j[k] \) is a Cauchy sequence and has a limit \( \delta^*_j \).

We conclude that \( \delta[k] \) has limit \( \delta^* \) and \( P[k] \) has limit \( P^* = \text{diag}(\delta^*) \).