A Lane Marking Extraction Approach based on Random Finite Set Statistics

Feihu Zhang, Hauke Stähle, Chao Chen, Christian Buckl and Alois Knoll

Abstract—Within the past few years, lane detection technology has become of high interest in the field of intelligent vehicles; however, robustness is still an issue. The challenge is to extract the lane markings effectively from the complex urban environment. In this paper, we present a novel approach based on Random Finite Set Statistics for estimating the position of lane markings. We rely on Probability Hypothesis Density (PHD) filtering and apply this technique to lane marking extraction in urban environment. Our method is based on two phases: an image preprocessing phase to extract pixels that potentially represent lanes and a tracking phase to identify lane markings. Compared to other approaches, our method presents a recursive filtering algorithm which extracts lane markings in the presence of clutter and non-lane markings.

The experimental results exhibit the high performance of the proposed approach under various scenarios.

I. INTRODUCTION

Within the past few years, active safety systems were increasingly introduced into cars to lower the number of accidents. The U.S. department of Transportation reported 33,963 fatalities in the year of 2009; 59% of all traffic accidents were caused by lane departure. Therefore, road lane detection technology became a hot issue in the present intelligent vehicle research [1]. As a key part of advanced driver assistance systems, more and more researchers pay attention to lane detection research.

Hough transformation is the common method in the lane detection field to extract lines from images [2], [3], [4], [5]. However, the algorithms based on Hough transformation are typically only able to detect straight lines.

Model based methods are also used to detect road lanes [6]. Zhou’s method predefines a set of curvature models and selects the best fitting model per lane [7]. Although it can overcome the universal lane detection problems such as inaccuracies in edge detection caused by shadow of trees or passengers on the road, it is hard to combine these models. Edges in gray scale images are commonly considered as sufficient features for lane markings [8], [9], [10]. However, these features alone do not perform well in different light conditions or occlusions. Others predefine the road model and then use a Bayes filter to estimate the state [11], [12], [13], [14]. This method assumes that the lane has constant width on a flat plane and works well in these common cases. Limitations are in case of road lanes having more complicated shapes like in real traffic environments.

As mentioned in [15], [16], [17], [18], the key issue is to extract the lane markings, which is crucial to the lane detection problem. In this paper, the focus is on road lane marking extraction by using a camera, gyroscope and GPS. We propose a method based on the Probability Hypothesis Density (PHD) filter [19]. In the PHD filter, the collection of individual targets is treated as set-valued states, while the collection of individual observations is treated as set-valued observations. Modeling set-valued states and set-valued observations as Random Finite Sets allows solving the problem of dynamically estimating multiple-targets in the presence of clutter and association uncertainty in a Bayesian filtering framework [20].

There are two phases in our approach: An image preprocessing phase and a tracking phase. In the first phase the image is cropped to extract the region of interest in the first step. In the next step, a median filter is utilized to reduce noise and retain the details. Then, Otsu’s algorithm [21] is used to identify areas that potentially represent lane markings while image erosion is used to remove outliers. Finally, we transform those potential lane markings from image coordinates to vehicle coordinates (as defined in Fig. 3) with the goal of providing measurements.

The tracking phase is implemented in spatial dimension. In this stage the algorithm tracks lane markings by using the PHD filter.

The contribution of our approach is that it extracts the lane markings effectively from the complex urban environment. The influences from non-lane markings are eliminated since the PHD filter avoids the data association problem, where the whole potential lane markings are considered as the set-valued observation to update the set-valued state (the estimation of real lane markings).

Our approach is evaluated under real traffic scenarios. An off-the-shelf platform (iPhone4) was used to record data from the camera, gyroscope and GPS. The simulation illustrates that the proposed approach yields precise lane marking information in a complex urban environment.

The remainder of this paper is structured as follows: Sec. II briefly describes the image preprocessing stage. Sec. III introduces more details about the tracking phase. Sec. IV presents experimental results under traffic scenes. Finally, the paper is concluded in Sec.V.

II. IMAGE PREPROCESSING PHASE

The image preprocessing phase consists of two steps: the extraction step and the transformation step.
In the extraction step potential pixels stemming from lane markings are extracted while in the transformation step the corresponding locations are transformed from image coordinates to vehicle coordinates.

The goal of the image preprocessing phase is to provide measurements (including the temporal and spatial information) for the tracking phase.

A. Feature Extraction

In most scenes, the road region and non-road region may have obvious boundaries. Furthermore, the road region is mainly under the horizon [22]. Consequently, we identify the road region of the image as the region of interest (ROI). This assumption also satisfies the efficiency and feasibility of the proposed approach. As shown in Fig. 1a, the image is divided vertically into two parts.

The image is then processed by a median filter to retain the details and remove the noise. Otsu’s algorithm is used to calculate an adaptive threshold to segment the image into marking and non-marking areas [21]. Here the threshold is calculated in intensity rather than RGB. Fig. 1b shows a simple segmentation result after the application of Otsu’s algorithm.

After marking regions have been extracted, we apply image erosion to suppress outliers. The lane boundaries are extracted as follows: we start searching for lane pixels at the bottom row, left to right. After the current row is processed, we move on to the next row from bottom to top, line by line.

A pixel is identified as a potential lane pixel if it is part of a set of at least three horizontally connected pixels. The middlemost pixel of each set is recorded as a potential lane pixel. Fig. 2 illustrates the details of our method.

We also record the potential lane pixel’s row index as the temporal information in the time domain for the tracking phase (Here the row index is calculated from the bottom row on the image and starts from 1).

B. Coordinate Transformation

We determine the mapping between the image coordinates \((u, v)\) of a tracked pixel and its corresponding point \((x, y)\) on the ground plane (vehicle coordinates). Fig. 3 shows that the camera is placed at height \(h\) above the road with down/tilt angle \(\phi\). \(X, Y, Z\) are the axes of the vehicle’s coordinate system while \(X_c, Y_c, Z_c\), are the axes of the camera’s coordinate system. Suppose the camera has zero skew, we transform the pixel’s coordinates from image coordinates to vehicle coordinates as follows [23]:

A point \(P = [x, y, z, 1]^T\) in the vehicle coordinates is re-
lated to its image coordinates \( p = [uw, vw, w]^T \),
\[
\begin{bmatrix}
uw \\
vw \\
w
\end{bmatrix} = KR[I_{3×3}−T] \begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]
(1)

where \( K \) is the camera calibration matrix, \( R \) is the rotation matrix corresponding to a rotation of \( \phi \) around the X-axis, \( I \) is the identity matrix and \( T = [0, 0, h]^T \) is the translation of the camera from the origin of the vehicle coordinate system. \([I_{3×3}−T] \) is the concatenation of \( I \) and \( T \). \((u_c, v_c)\) are the principal point coordinates. The actual pixel coordinates \((u, v)\) are defined with respect to the origin in the top left hand corner of the image plane and \( w \) is a scale factor.

Using equation (1) we can express the relationship between the vehicle coordinates \((x_n, y_n, z_n)\) of a point on the road \((z_n = 0)\) to its image coordinates \((u_n, v_n)\) at frame \( n \) as follows:
\[
\begin{align*}
    u_n &= \frac{w u_n}{w} = \frac{f x_n}{y_n \cos \phi + h \sin \phi} + u_c \\
v_n &= \frac{w v_n}{w} = \frac{f h \cos \phi - f y_n \sin \phi}{y_n \cos \phi + h \sin \phi} + v_c
\end{align*}
\]
(2) (3)

Rearranging the above equations, we get
\[
x_n = \frac{(u_n - u_c)(h f \cos \phi + f h \tan \phi \sin \phi) + 2 h u_c \sin \phi (v_c - v_n)}{f (v_n + f h \tan \phi - v_c)}
\]
(4)
\[
y_n = \frac{h(f - v_n \tan \phi + v_c \tan \phi)}{v_n + f h \tan \phi - v_c}
\]
(5)

III. LANE TRACKING PHASE

This phase is implemented in vehicle coordinates. We classify the potential lane pixels as clutter or lane markings. Knowing that a road lane can be represented as a lane marking’s integrity track, the tracking phase is proposed to track the real lane markings.

Since each pixel’s row value is used as the time index (ref. Sec. II-A) and the corresponding positions are available (ref. Sec. II-B), a tracking method based on RFS is established to distinguish between clutter and lane pixels.

A. Overview on RFS Statistics

The Random Finite Set (RFS) is a hidden markov chain model with set-valued states and set-valued observations while the PHD filter is a predict and correct framework for recursive Bayesian filtering in such a RFS formulation. A comparison of the RFS approach and traditional multiple-target tracking methods has been given in [24]. In the PHD filter, the collection of individual targets is treated as set-valued states, and the collection of individual observations is treated as set-valued observations. Fig. 4 is a basic introduction of the PHD filter which shows that the observations and their estimated states are treated as a single valued measurement and its corresponding estimation at each frame [25]. The PHD filter operates on the single-target state space and avoids the combinatorial problem that arises from data association.

Our previous work also considered the PHD filter as a solution to visual odometry [26], [27]. The proposed approach estimated the ego-motion of the vehicle without concerning the association issues of the corresponding features.

H. Deusch et. al. [28] implemented the PHD filter in the field of lane detection. They focus on the dependencies between multiple lanes without explicit data association in post processing. In this paper, we use the PHD filter to extract the lane markings from the potential lane pixels. Compared to Deusch’s approach, our approach works in the preprocessing phase in the lane detection field (lane marking extraction).

B. Mathematic Background on the PHD Filter

The PHD filter is an approximation to alleviate the computational intractability of the optimal multi-target Bayes filter, proposed by Mahler [19]. Considering the RFS of survived targets \( S_{k|k−1} \) between iterations \( k − 1 \) and \( k \), the RFS of spawned targets \( B_{k|k−1} \) and the RFS of spontaneous birth targets \( \sigma_k \), the global RFS characterizing the multiple-target set can be written as:
\[
X_k = [ \bigcup_{\zeta \in X_{k−1}} S_{k|k−1}(\zeta)] \cup [ \bigcup_{\zeta \in X_{k−1}} B_{k|k−1}(\zeta)] \cup \sigma_k
\]
(6)

The set observation \( Z_k \) can be seen as a global RFS composed by the RFS of measurements originally from the targets \( \theta_k(x) \) and by the RFS of false alarms \( \kappa_k \), modeled by a Poisson distribution.
\[
Z_k = [ \bigcup_{x \in X_k} \theta_k(x)] \cup \kappa_k
\]
(7)

The PHD filter evolves in two steps: prediction and update. The multiple-target posterior density of the target RFS is also called the intensity function \( D \). The transition function \( f_{k|k−1}(x|\zeta) \) given the previous state \( \zeta \).
The prediction equation of the PHD filter is:
\[
D_{k|k-1}(x) = \left[ \int \left[ P_S(\zeta) f_{k|k-1}(x|\zeta) + \beta(x|\zeta) \right] D_{k-1}(\zeta) d\zeta \right] + \gamma_k
\]  
(8)

Knowing the measurement random set \(Z_k\), it is possible to update the intensity function as follows:
\[
D_k(x) = (1 - P_D) D_{k|k-1}(x) + \sum_{\zeta \in Z_k} \frac{P_{D|k}(Z_k|x)}{\kappa(z_k)} D_{k|k-1}(x) \]
\[
+ \int_{\zeta} \frac{P_{D|k}(Z_k|x)}{\kappa(z_k)} D_{k|k-1}(x) d\zeta
\]
where \(P_D\) is the probability of detection. \(g_k(z_k|x)\) is the likelihood of state \(x\) given an observation \(z_k\).

The PHD prediction equation (8) includes components whose intensities are affected by targets that enter the scene (\(\gamma_k\)), targets that spawn new targets (\(\beta(x|\zeta)\)), and targets that survive from the previous time step \(P_S\). \(D_{k|k-1}\) is the posterior PHD from the previous time step.

The PHD update equation (9) corrects the predicted PHD by including evidence from the current set of observations. Knowledge about scene clutter \(\kappa(z)\) is also embedded into the update step. \(\kappa(z)\) is the intensity of clutter (expected number of observations arising from the clutter at \(z\)).

\[
N(k) = \int_{\Psi} D_{k|k}(x) dx
\]

Equation (III-B) illustrates that the integral of the PHD over a certain domain \(\Psi\) yields the estimated number of targets \(N(k)\) in that domain at time \(k\). The PHD is not a probability density and does not necessarily sum up to 1 [19].

It is to be noted that the PHD recursion involving equations (8) and (9) have multiple integrals that have no closed form solutions in general. One of the common approaches to mitigate this problem is to use GM-PHD (Gaussian Mixture) approximations. More details and a generic description of the GM-PHD filter is given in [29].

C. Implementation Details

1) Motion Model and Observation Model: Similar to the standard target tracking approaches, we consider the lane pixel’s motion and observation process as follows:
\[
x_{k+1} = F_k x_k + w_k
\]
\[
z_{k+1} = H_{k+1} x_{k+1} + v_{k+1}
\]
(10) \hspace{1cm} (11)
where the time index \(k\) and the state vector \(x_k = [x_k, y_k, \dot{x}_k, \dot{y}_k]^T\) describe the position \((x_k, y_k)\) and velocity \((\dot{x}_k, \dot{y}_k)\) in vehicle coordinates; \(F\) is the state transition matrix. The process noise \(w_k\) is described by a white zero mean, normal distributed random process with covariance \(Q\).

\[
F = \begin{bmatrix}
1 & 0 & T & 0 \\
0 & 1 & 0 & T \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]
(12)
where \(T\) denotes a discrete sampling period. In the case of our algorithm, the sample period reflects the steps of row-wise calculation in Sec. II-A.

The measurement is given by the potential lane pixel’s coordinates and is modeled with equation (11), where \(H\) is the observation matrix and \(v_k\) refers to the white zero mean, normal distributed measurement noise with covariance \(R\).

To map the state vectors to the observation space, the observation matrix is:
\[
H = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix}
\]
(13)

2) Pruning and Merging: Aggregated lane pixels falling below a given threshold are pruned and the remaining pixels are reweighed accordingly. If the distance of the state defined by the covariance matrix falls within a merging threshold \(\tau\), then the lane pixels are merged.

3) Birth Model: The birth model depends on the observations in a certain region. In this paper we consider the distance between the lanes (left lane and right lane) is a constant value (3m). Assuming that the distance between the vehicle and the right lane is \(\sigma_n\) at frame \(n\), lane pixels will be born at the places \([\sigma_n - 0.1, \sigma_n + 0.1]\) and \([\sigma_n - 0.1 - 3, \sigma_n + 0.1 - 3]\) in \(X\) direction in vehicle coordinates (here 0.1 is the threshold parameter for the birth model). For instance, if the vehicle is in the middle of the lanes, the birth region will be \((1.4, 1.6)\) for the right lane and \((-1.6, -1.4)\) for the left lane. In addition, the birth pixels are only established within a range of a few meters in \(Y\) direction, which is beneficial for the clutter removing.

A dead reckoning method is used to calculate the parameter \(\sigma_n\) by fusing the data from the GPS and gyroscope sensors in consecutive frames [30]. The GPS provides the velocity \(v_n\) of the vehicle and the gyroscope sensor provides the vehicle’s angular change \(\beta_n\) between consecutive frames.

\[
\sigma_n = \sum_{i=1}^{n} v_n \sin \beta_n
\]
(14)

According to this assumption, the measurements which enter certain regions can be used to initialize the birth models. If no birth occurred in 2s, the distance \(\sigma_n\) will be reinitialized at the middle of the road lanes (here 1.5m).

4) Spawn Model: In our case there is no lane pixel spawn from the existed lane pixels.

We use the PHD filter to track the lane pixels at each individual frame. The only related parameters between consecutive frames is the distance \(\sigma_n\), which is used for generalizing the birth models.

IV. EXPERIMENTAL RESULTS

The lane detection algorithm described in this paper has been implemented on a Core 2 Duo 3.0Ghz computer. The algorithm is executed in Matlab and the average processing time in the image preprocessing phase is 70ms per frame and 15ms per frame in tracking phase. An iPhone4 platform is used to provide data including GPS, gyro and images at 30 frames/s with a resolution of 480 × 640 pixels. The sequences represent real traffic conditions in urban environments with shadows and other cars. In the experiments, the vehicle was driven with a constant velocity of 50km/h.
Table I
PERFORMANCE OF THE ALGORITHM

<table>
<thead>
<tr>
<th>Video</th>
<th>DR</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban Road</td>
<td>93.6%</td>
<td>6.2%</td>
</tr>
</tbody>
</table>

Fig. 5 exhibits the results of our approach on curvy lanes in the city. Fig. 5a is the original image acquired from the camera. Fig. 5b shows the result of the image preprocessing phase while Fig. 5c illustrates the PHD filter results in tracking phase. The real lane markings are extracted effectively in the highly cluttered environment. Fig. 5d draws the corresponding lane markings on the original image. The reason why the lane markings near the right lane are not well extracted is due to the fact that the threshold value calculated by Otsu’s algorithm is too high. Nevertheless, it is not the fault of the PHD filter. In future work, we will consider alternative threshold approaches to investigate the performance of the proposed approach.

Fig. 6 shows the result of our approach on straight lanes. From Fig. 6c and Fig. 6d we can see that our approach can also extract the lane markings on the attached lanes. This is due to the measurements which fall in the birth regions that were calculated by fusing the sensors.

The performance of our approach is also shown in Table I. DR denotes the successful lane marking extraction rate while FR is the false rate. Lane pixels on the ground are manually marked and recorded in a database. The database includes image sequences with the corresponding data acquired in Munich under various scenarios. The criterion of successful extraction is based on the distances between real lane pixels and the PHD filter’s results in one image.

\[
DR = \frac{NTP}{NGL}, \quad FR = 1 - \frac{NTP}{NDR}
\]

NGL represents the number of real lane pixels in the evaluation set. NTP is the number of lane pixels which are extracted successfully. NDR is the number of extracted pixels by the PHD filter.

The results of our experiments indicate that the PHD filter performs robustly for lane marking extraction in the presence of clutter and non-markings.

Compared to others, the benefits of our approach are concluded as follows:

1) The idea of replacing the vertical image with the time domain is derived in this paper, which transforms the lane marking extraction problem to the standard target tracking problem.

2) The PHD filter extracts the lane markings effectively in the urban environment. It is difficult to remove non-lane markings in the image, which may influence the precision of the lane detection. However, within the RFS framework, the PHD filter avoids the association issues. The pixels are considered together as set-valued observations to update the set-valued state (real lane markings).

3) The PHD filter not only extracts the lane markings from straight lanes, but also from curved lanes. Both, Hough transformation methods and model based methods, need a road lane model to be predefined. However, the PHD filter avoids this issue by assuming that the road lane can be represented as a lane marking’s integrity track, which transforms the shape estimation problem to a point estimation problem.

These salient features render the PHD filter very promising to the lane detection field.

V. CONCLUSION

It is very hard to extract road lane markings in urban environments. The varying road signs and clutter from other objects render the extraction process difficult. In this paper, an approach of PHD filtering under the RFS framework is presented. In comparison to earlier works, this paper is among the first to apply PHD filtering to lane marking extraction in real traffic scenes. The proposed approach not only extracts the real lane markings in the presence of clutter and non-lane markings, but also avoids the dependency from the shapes of the lanes. The evaluation results indicate that the algorithm achieves high accuracy and robustness under different scenes.

Future improvements may include visual odometry techniques to improve the estimation precision and robustness.
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