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Abstract—In this paper, a state space sampling-based local trajectory generation framework for autonomous vehicles driving along a reference path is proposed. The presented framework employs a two-step motion planning architecture. In the first step, a Support Vector Machine based approach is developed to refine the reference path through maximizing the lateral distance to boundaries of the constructed corridor while ensuring curvature-continuity. In the second step, a set of terminal states are sampled aligned with the refined reference path. Then, to satisfy system constraints, a model predictive path generation method is utilized to generate multiple path candidates, which connect the current vehicle state with the sampling terminal states. Simultaneously the velocity profiles are assigned to guarantee safe and comfort driving motions. Finally, an optimal trajectory is selected based on a specified objective function via a discrete optimization scheme. The simulation results demonstrate the planner’s capability to generate dynamically-feasible trajectories in real time and enable the vehicle to drive safely and smoothly along a rough reference path while avoiding static obstacles.

I. INTRODUCTION

Autonomous ground vehicle has become a rapidly growing research area nowadays, which has received considerable attention from both academic and industrial communities [1]. A series of autonomous ground vehicle competitions sponsored by DARPA have demonstrated its potential to improve driving safety and comfort [2], [3].

Typically, developing an autonomous vehicle requires various state-of-the-art technologies, such as perception, localization, planning and control. One of core techniques for autonomous driving is motion planning algorithm, which aims to generate a collision-free and drivable path or trajectory for the low-level path tracking controller to follow. In complex outdoor environments, to enable the autonomous vehicle to behave both deliberatively and reactively in real-time with limited on-board computational resources, a hierarchical motion planning framework is often applied [4]. More specially, the high-level motion planner generally involves in computing a long-term collision-free geometric reference path, while the low-level motion planner refers to generating relatively short-term but dynamically-feasible trajectories subject to vehicle kinodynamic and environmental constraints. Most of the well-known high-level motion planners employ potential field methods or graph-search sampling-based planning algorithms, such as hybrid-A* that relies on the regularly discrete grid map [5], Anytime Dynamic A* search based on multi-resolution state lattices [6], and random sampling-based algorithm—rapidly-exploring random trees (RRT) [7]. Since these high-level path planning algorithms are often computationally demanding, so they may not be activated in a fixed cycling time to react to the dynamic environment in real-time. They are often invoked when the global path is not available or collision with obstacles, or when complex motions are demanded, such as parking and U-turn. In addition, planning results from high-level motion planner are typically composed of a sequence of concatenated short-term motions based on low-fidelity vehicle model, which may not satisfy curvature-discontinuous or vehicle kinodynamic constraints. Therefore, neither the off-line global reference path nor the planned path from the high-level motion planner is guaranteed to be curvature-continuous and let along satisfy system constraints. So tracking the reference path directly could easily result in overshoots, oscillations or even crash, which is especially critical when the vehicle drives at high speeds or in cluttered environments. In order to refine the reference paths, we incorporate a path smooth algorithm based on support vector machine (SVM) approach. To further handle the environmental and system constraints and generate a dynamically-feasible trajectory in real-time, a local trajectory planner is introduced. It plays a significant role in ensuring safety and reliability of the entire control system. Also, its existence fills the gap between collision-free path planning and low-level tracking control, as referred in [8]. In this paper, we are primarily focusing on the reference path optimization and local trajectory generation for autonomous driving along a rough reference path.

A. Related Work

There exists rich research work on local trajectory planning in the autonomous vehicle community. One of well-known approaches to local trajectory planning is sampling-based motion planning method. It could be roughly divided into two categories, which are discrete control space sampling-based method and state space sampling-based method [9]. In order to obtain the optimal trajectory, a discrete evaluation scheme based upon a specified evaluated function is followed in the post-processing step.

As for the control space sampling-based approach, a finite set of trajectories are generated by forward integration of differential equations, which describes vehicle kinematic and/or dynamic constraints. Therefore, the generated trajectories are inherently feasible and satisfying the vehicle kinematic and/or dynamic constraints. To simplify the expression of solution space, typically a parametric model of control input space is introduced, such as circular arcs in [10] [11], clothoids in [12] [13]. Then, the generated local motion can-
didates are evaluated by a cost evaluation function. Finally, an optimal trajectory is chosen to be fed to the low-level trajectory tracking controller. The control space sampling-based approach is easily to be applied. However, it does not explicitly take environmental constraints into account during the trajectory generation process, as a matter of face, most of the generated trajectories will be eventually trimmed, which may consume large amount of unnecessary computing resources.

Comparing to the control space sampling-based method, the state space sampling-based approach does not only consider kinodynamic constraints, but also accounts for the constraints imposed by environments. Aligning the terminal states of generated paths with the reference path could prevent the vehicle from entering unsafe end pose and provide an efficient sampling scheme as well. Some authors establish a curvilinear coordinate based on a curvature-continuous reference path firstly. Then, a set of terminal states are determined by sampling laterally offsetting the reference path at a finite horizon [8], [14], [15], [16]. The heading angle of sampling terminal states are set to coincide with the reference path. To improve expressiveness of the trajectories, make full use of vehicle’s maneuverability and maximize the probability of finding a collision-free and smooth path, different sampling strategies are proposed. In [14], multiple path candidates are generated by changing the lateral offset and its varying rates. While in [7] and [8], a closed-loop control law is employed to ensure the system-compliance nature of generated trajectory candidates. In [16], authors deal with the problem by decoupling tangential and normal motions by using quintic polynomials with respect to time. Then, a cost quadratic evaluate function is developed to obtain smooth trajectories by minimizing the jerk of motions. An referred in [17], the author formulates the trajectory generation problem into a two-point boundary value problem (BVP) subject to vehicle kinematic and dynamic constraints. Control inputs are parameterized by using a polynomial model. The numerical method is applied to solve the BVP problem, which also improve its generality. Even though due to the non-invertibility of the vehicle kinematic model, it is nontrivial to theoretically prove its convergence property, online applications have demonstrated its efficiency.

B. Motivation

Notice that the performance of most of existing local trajectory planners is strongly dependent on the quality of the reference path. In order to refine the reference path, a global path planner is developed to smooth the global reference path with bounds on the curvature and its first-derivative [18]. However, it is preprocessed without considering the dynamic environments. In addition, the planned path may achieve short path length at the cost of hugging obstacles, which is especially crucial when the vehicle navigates in cluttered environments. In order to mitigate these negative effects on the reference path, in [6], a complicated conjugate gradient optimization method is presented to smooth the prior global returning path. However, it is computationally demanding, in addition, the velocity profile planning is also not considered.

C. Contributions

In this paper, we primarily focus on the local motion planning for autonomous navigation. We assume that a reference path has been obtained via the high-level path planner. Based on the previous research work, a local trajectory generation and optimization framework is developed by considering both the environmental constraints and vehicle kinematical constraints, which is similar to [19] in spirit. The proposed two-level local motion planning architecture is depicted as follows:

In the first step, the reference path is refined by using the SVM method, which maximizes the lateral distance to the road boundaries while guaranteeing the curvature-continuity. In the second step, model predictive path generation method is developed to generate dynamically-feasible trajectories aligned with the refined reference path, as in [17]. Simultaneously we generate velocity profiles subject to several constraints in order to achieve safe and comfort driving motions, as in [19]. Then, a discrete optimization scheme is applied to select the optimal trajectory, which is executed by the low-level control system.

II. REFERENCE PATH OPTIMIZATION BASED ON SVM

The global reference path is typically represented in the form of waypoints. While, tracking the reference path directly may unduly restrict the vehicle motions. In order to avoid the vehicle’s motions being strongly constrained by one-dimensional waypoint, we employ a ribbon-shaped road model, which is defined by the right and left boundaries [11].

A. Definition of the Reference Corridor

Through statistically analyzing the human driving behavior, it is not difficult to observe that human drivers typically steer the vehicle to control it within a safe corridor rather than obsessively track with the one-dimensional geometric reference path to minimize the lateral distance and heading errors. In light of this, we develop a local trajectory planner to generate several trajectory candidates aligned with the reference corridor. Instead of tracking with the reference path directly, the vehicle is controlled to run within a bounded corridor, which relaxes the constraints imposed by the reference path, but still subject to the environmental constraints. It makes the behaviors of the vehicle more like human drivers’. Besides, it will alleviate the negative effects that result from the localization errors and reference path discontinuities, still generating relatively smooth steering control inputs. In order to further improve the path tracking performance, the reference path along the corridor should be smooth and also deviate from the right and left boundaries as far as possible. Here we define the reference corridor used in the paper firstly. It is defined by the right and left boundaries. As shown in Fig. 1 (a), the binary image denotes the grid map of local environment. The black area is occupied by obstacles and the other area is collision-free area. The discrete green points denote the resulting
global path obtained by using a graph search path planning algorithm. It can be seen that the resultant path approach obstacles at some points. So when the vehicle tracks the one-dimensional path directly, it may easily result in abrupt steering maneuvers or even inevitable collision. In order to mitigate these negative effects and improve the control performance, a ribbon-shaped corridor is generated, as shown in Fig. 1(b). The blue points denote the right and left boundaries of the corridor, which are generated by using the collision check algorithm. The boundaries are generated by taking collision-free constraint and maximal corridor width constraint into account.

![Figure 2. The generation of reference corridor. (a) The original reference path is obtained by using graph search path planning algorithm; (b) The reference path corridor is generated by using the collision test method.](image)

In order to maximize the safe distance to the corridor boundaries and smooth the reference path along the ribbon-shaped corridor as well, we utilize SVM method as in [20] and [21]. The SVM is one of the powerful pattern classification techniques, which has been extensively and successfully applied in the field of pattern recognition and machine learning [22]. One of the significant properties for the SVM approach is that it has abilities to maximize the margin between the samples of different classes and ensure the smoothness and continuity of the separating surface. Therefore, it is suitable for robotic vehicle path planning and optimization.

### B. The Linear Support Vector Machine

Let \((x_i, y_i), x_i \in \mathbb{R}^n, y_i \in \{-1, +1\}\) denote the binary training samples. By using SVM method, the classification problem could be formulated into computing a separating hyper-plane \(g(x) = \langle \hat{w}, x \rangle + \hat{b} \) based on margin maximal principle. If the positive and negative training samples are linearly separable, then:

\[
\begin{align*}
\langle \hat{w}, x_i \rangle + \hat{b} &> 0, \text{ if } y_i = +1 \\
\langle \hat{w}, x_i \rangle + \hat{b} &< 0, \text{ if } y_i = -1
\end{align*}
\]

So the above formula could be also written as:

\[
y_i < \langle \hat{w}, x_i \rangle + \hat{b} \leq 1, \text{ if } y_i = 1, \ldots, N
\]

That means the positive and negative training samples could be separated by two hyper-planes:

\[
\begin{align*}
H_1: \langle \hat{w}, x_i \rangle + \hat{b} &> 1 \\
H_2: \langle \hat{w}, x_i \rangle + \hat{b} &< -1
\end{align*}
\]

The distance between the two hyper-planes is \(2/\|w\|\), and the problem is reformulated as a quadratic programming problem by minimizing following objective function:

\[
\min \Phi(w; b) = \frac{1}{2} \|w\|^2 / 2
\]

Lagrange function is employed to solve the convex optimization problem as follows:

\[
L(w, b; \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{N} \alpha_i [y_i (\langle w, x_i \rangle + b) - 1]
\]

The \(\alpha_i (i=1, \ldots, N)\) are the Lagrange multipliers. The original optimization problem can be reformulated by solving the following dual problem:

\[
\begin{align*}
\max W(\alpha) &= \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j y_i y_j \langle x_i, x_j \rangle \\
\text{s.t. } &\sum_{i=1}^{N} \alpha_i y_i = 0, \alpha_i \geq 0; \ w^* = \sum_{i=1}^{N} \alpha_i y_i x_i
\end{align*}
\]

According to the Karush-Kuhn-Tucker (KKT) condition, the \(\alpha\) should be satisfied to obtain the optimal solution:

\[
\alpha_i [y_i < w^*, x_i > +b^* - 1] = 0
\]

So there exists only some special training data \(x_i\) with non-zero \(\alpha_i\). These special data are either of the hyper-planes, which is called support vectors and determine the parameters of the discrimination function (9).

\[
\sum_{i \in S} \alpha_i y_i = \langle w^*, x > +b^* \rangle = \frac{1}{2} [w^* x^* - w^* x^*]
\]

Where \(x^+\) is a random support vector of positive samples and \(x^-\) is a random support vector of negative samples. \(S\) denotes the set of indices of support vectors.

### C. The Nonlinear Support Vector Machine

In order to solve the nonlinear separating problem, i.e. the training data could not be separated by a linear hyper-plane, some researchers introduce some kernel functions. It is able to transform the non-separating problem in low-dimensional space into a separating problem in the high-dimensional space.

Let \(x_i\) and \(x_j\) represent two samples in the original space. The implicit function \(\phi(x)\) can map the samples from the original space to a higher dimensional space. Some classes of kernel functions employed to calculate the inner products \(\phi(x_i)\) and \(\phi(x_j)\) in the high-dimensional space:

\[
K(x_i, x_j) = \phi(x_i)^T \phi(x_j)
\]

With the introduction of kernel functions, the objective function can be represented as:

\[
\max W(\alpha) = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j y_i y_j K(x_i, x_j)
\]
The discrimination function will also be changed as:

$$
\sum_{i=1}^{N} z_i^*, y_i K(x_i, x_j) + b' = 0
$$

Since all of the necessary calculations in the higher dimensional space are the inner product calculation based on kernel function in the original space, the higher dimensional space does not need to be represented explicitly.

D. Reference Path Optimization Based on Nonlinear SVM

A reference path optimization method is developed by using the nonlinear SVM. By using this method, the path optimization problem is formulated into computing a separating surface along the ribbon-shaped corridor.

First we classify the right and left boundaries as positive and negative training samples respectively. As shown in Fig. 2, the positive and negative training samples are obtained by discretely sampling along the local reference corridor. Let \((x_i, y_i), \ldots, (x_{N}, y_{N})\), \(x_i, y_i \in \mathbb{R}^2\), \(y_i = \{+1\}\) be the right boundary (the blue line marked with the diamond), and \((x_i, y_i), \ldots, (x_{N}, y_{N})\), \(x_i, y_i \in \mathbb{R}^2\), \(y_i = \{-1\}\) be the left boundary (the blue marked with the square). We apply the RBF kernel function to compute the separating hyper-plane, as the red curve (marked with the pentagram) shown in Fig. 2.

![Reference path optimization based on the nonlinear SVM.](image)

Comparing to the original reference path, the optimized path does not only maximize the safe distance to the boundaries, but also guarantees the curvature-continuity. However, the curvature of the separating surface cannot be guaranteed to be under a certain limit. Besides, it does not take the vehicle kinematic and dynamic constraints into account. So the resulting path might be too curvy to smoothly follow at some points. In order to alleviate the negative effects, we apply the local trajectory planner to further generate the feasible trajectory for car-like robots in the next section.

III. SAMPLING-BASED LOCAL TRAJECTORY PLANNER

The local trajectory generation layer generally aims to generate a set of collision-free and dynamically-feasible path candidates and assigned with the desired velocity profile. The local trajectory planner based on state space sampling-based planning scheme has been extensively studied and successfully implemented for both on-road and off-road autonomous driving. Different from the control space sampling-based strategy, it samples the terminal states firstly. Then the trajectory candidates are computed to connect the initial states with the terminal states.

Since there is no structured information in the unstructured environment, typically the terminal sampling states are determined based upon the reference path. In order to maximize the probability to obtain a collision-free and feasible primitive, terminal states are uniformly sampled along the global reference path [14], [15] or bias sampled to adapt to the environment [9]. Then trajectory generation approaches are developed to generate multiple local trajectory alternatives by considering the vehicle kinematic and dynamic constraints in order to handle the dynamic environment or even the imminent situations. In this paper, we decouple the trajectory generation problem into the path generation and velocity profile generation problem, similar to [19].

A. Local Path Generation

We adopt the path generation method, as referred in [17], which reformulates the trajectory generation problem into a two-point boundary value problem (BVP). More specially, it generates a sequence of open-loop control commands \(u\), which is capable of steering the vehicle from the initial state \(X_0\) to the defined terminal state \(X_f\) while satisfying the vehicle kinematic constraint \(\dot{X} = f(X, u)\) and other constraints, such as maximal steering angle and steering rate. In essence, it is a general model predictive control method.

Instead of using the absolute world coordinate framework, we establish the curvilinear coordinate framework based on the refined reference path. So the states are represented in terms of arc-length \(s\), i.e. \((s, \theta)\). Here we generate the local trajectories that connect the initial states \((x(s_0), y(s_0), \theta(s_0))\) with terminal states \((x(s_f), y(s_f), \theta(s_f))\) with satisfying the vehicle kinematic constraints. Where \((x, y, \theta)\) is the position and \(\theta\) is the heading state. Since the paper focuses on the local trajectory planner for car-like robots, the curvature is applied as the steering control inputs and it is also represented in terms of arc-length \(s\), i.e. \(\kappa(s)\). Typically, the control inputs are parameterized by using the polynomial curvature spirals, which are effective to represent the most possible feasible motions with a minimum number of parameters [17]. Hence, integrated form of the vehicle cinematic model is described as follows.

$$
\begin{align*}
  x(s) &= \int_{s_0}^{s} \cos(\theta(s))ds \\
  y(s) &= \int_{s_0}^{s} \sin(\theta(s))ds \\
  \theta(s) &= \int_{s_0}^{s} \kappa(s)ds \\
  \kappa(s) &= \kappa_0 + \kappa_1 s + \kappa_2 s^2 + \kappa_3 s^3
\end{align*}
$$

As shown in figure 3, we determine the terminal states by discretizing lateral offset \(d(s)\) to reference path \(r(s)\) and longitudinal curvilinear abscissa value \(s\) along the reference path \(r(s)\). Firstly, the curvilinear abscissa value \(s_e\), i.e. look-ahead distance, is also discretized by step \(\Delta s\), with upper-bound \(s_{max}\) and lower-bound \(s_{min}\) which are determined by the current velocity. Also, the lateral offset \(d(s)\) is discretized by step \(\Delta d\), with upper-bound \(d_{max}\) and lower-bound \(d_{min}\) which are determined by the width of the reference corridor at different positions. Then the heading state \(\theta(s)\) of the sampling point \((x(s_e), y(s_e))\) is the same as the heading of the point on the reference path with curvilinear abscissa value \(s_e\).

More precisely, a set of path candidates are computed to connect the initial states \((x(s_0), y(s_0), \theta(s_0))\) and terminal states \((x(s_f), y(s_f), \theta(s_f))\) with considering the differential constraints governed by (13). Since the closed-form solution of the inverse kinematics problem could not be solved analytically, a gradient shooting numerical optimization method, as referred in [17], is utilized to determine the unknown parameters \([\kappa_0, \kappa_1, \kappa_2, s_e]\) of the control inputs. The states are propagated by for-
ward integral of the differential equation, which describes the vehicle kinematics and the other constraints.

As illustrated in Fig. 3, a set of trajectories are generated to connect the initial state with multiple discrete sampling terminal states. Although no theoretical work is obtained to guarantee the convergence and global optimal properties, in most cases, the results are near the optimal solution from the experimental results. Furthermore, since the computation of path candidates are completely parallelizable, the quality of the optimal path could be potentially improved by using the parallel computation technique to increase the sampling density along the longitudinal and lateral directions as well.

### B. Velocity Profile Generation

Following the path generation process, velocity control laws are assigned along the planned geometric path. In order to enhance the vehicle speed and avoid uncomfortable accelerated/decelerated longitudinal motions and mitigate the lateral sideslip effects, several constraints are taken into account as follows.

- Maximal allowed speed $V_{\text{limit}}$: 
  \[ v(s_i) \leq V_{\text{limit}}(s_i) \]  

In general, it is issued from the high-level planning system by reasoning about the road conditions.

- Maximal allowed lateral acceleration $A_{\text{clateral}}$: 
  \[ v(s_i) \leq \sqrt{\frac{A_{\text{clateral}}}{k(s_i)}} \]  

According to the differential model (13), the curvature of the returning paths at each specified position along the path could be computed explicitly.

- Maximal allowed longitudinal acceleration $A_{\text{celon}}$ and deceleration $D_{\text{celon}}$: 
  \[ v_{\text{min}} \leq v(s_i) \leq \sqrt{v^2(s_i) + 2A_{\text{celon}}s_i} \]

\[ v_{\text{min}} = \begin{cases} \sqrt{v^2(s_i) + 2D_{\text{celon}}s_i} & \text{if } v^2(s_i) + 2D_{\text{celon}}s_i > 0 \\ 0 & \text{otherwise} \end{cases} \]  

- Maximal brake deceleration $D_{\text{cmax}}$ constraints: 
  \[ v(s_i) \leq \sqrt{v^2_{\text{terminal}} + 2D_{\text{cmax}}(s_s - s_i)} \]  

In order to guarantee the safety motion of the vehicle, it should always have enough time to stop or reach a specified speed at the terminal position of each planned path by braking at the maximal deceleration. The $s_s$ denotes the arc-length of the path candidate, $v_{\text{terminal}}$ is the speed assigned to the terminal position according to the road conditions.

### C. Trajectory Evaluation

As discussed in [19], it is difficult to develop absolute criteria for the trajectory evaluation. Typically the objective function is constructed by considering factors such as safety, comfort and efficiency. First, the collision check is conducted to trim the trajectories in collision with obstacles. Then remaining trajectories are evaluated according to a specified cost function $J$, which consists three terms. The first term $J_d$ is designed to penalize the trajectories, which are closed to the boundaries, where $d_{\text{left}}$ and $d_{\text{right}}$ denote the nearest distance between a certain point $p_i$ on the trajectory to the left boundary and right boundary respectively, and $D$ is the road width; the second $J_s$ term penalizes the curvy trajectory; the third term $J_f$ prefers the trajectory which can be driven for longer time. The three terms are combined in a linearly weighted sum.

\[ J = w_d J_d + w_s J_s + w_f J_f \]

\[ J_d = \frac{1}{N} \sum_{i=1}^{N} \left(1 - \min\{\frac{d_{\text{left}}}{D/2}, \frac{d_{\text{right}}}{D/2}\}\right) \]  

\[ J_s = \frac{1}{N} \sum_{i=1}^{N} k(s_i), \quad J_f = (1 - \frac{s_f}{l_{\text{max}}}) \]  

The parameters $d_{\text{max}}$, $k_{\text{max}}$, $l_{\text{max}}$ are the maximal lateral distance, maximal curvature and maximal predictive distance respectively, which are used to normalize each of the cost terms within the range [0, 1]. The $w_d$, $w_s$ and $w_f$ are the weights for different terms, $w_d + w_s + w_f = 1$. These weights can be adjusted to generate human-acceptance maneuvers and handle various situations according to the road conditions. As shown in Fig. 3, the path candidates of purple color are in collision with the obstacles. The candidates with lighter color imply larger cost. The green candidate is the optimal one according to the specified cost function.

![Figure 4. Sampling-based local path candidates generation and evaluation.](image)

### IV. EXPERIMENTAL RESULTS

In this section, we show the simulation experimental results to demonstrate the performance of the proposed local trajectory generation algorithms.

As shown in Fig. 4(a), a curvy corridor with multiple obstacles is constructed in the simulation environment with the static obstacles. The red path is refined based on SVM. It is generated by maximizing the lateral distance to both the right and left boundaries. Then local trajectory planner is employed to generate a set of dynamically-feasible path candidates and assigning with speed laws. Fig. 4(b) illustrates the local trajectory candidates generation and evaluation results when the vehicle reaches the position $(x=15.12m, y=-1.07m)$, as indicated by the dashed rectangle in Fig. 4(a). It can be seen in Fig. 4(b), instead of applying the uniform sampling method, an environmental adaptive sampling scheme is employed to adjust the sampling states according to the varying width of the corridor. Parameters related to the trajectory generation algorithm are set as follows: look-ahead distance $l_p \in [8m, 18m]$, $\Delta l_p=2.5m$; $V_{\text{limit}}=30km/h$; $A_{\text{clateral}}=3m/s^2$; $A_{\text{celon}}=3.5m/s^2$; $D_{\text{celon}}=3.5m/s^2$; $D_{\text{cmax}}=5m/s$; $v_{\text{terminal}}=0m/s$; $w_d=0.8$, $w_s =0.1$, $w_f=0.1$. Since all of the path generation candidates could be computed in parallel, the sampling horizon and density could be improved by using the parallel computation hardware. Then, an open-loop trajectory tracking strategy based on feedforward control commands is applied to track the optimal trajectory. More precisely, at the end of each
planning cycle, steering and speed control commands are deduced from the optimal trajectory. The final tracking trajectory of an Ackerman-steered vehicle is shown in Fig. 4(a), and the velocity and front wheel steering angle of the vehicle along the path are displayed in Fig. 4(c) respectively.

![Diagram](image)

**Figure 5.** Experimental results for local trajectory tracking.

V. CONCLUSIONS AND FUTURE WORK

This paper has presented a state space sampling-based local trajectory planning approach for autonomous vehicles driving along a reference path. A SVM-based method is proposed to refine the rough reference path by maximizing the lateral distance to the boundaries of the reference corridor while ensuring the curvature continuity. In order to reduce the computational complexity and meet environmental constraints, terminal states are sampled aligned with the refined path. A model predictive motion planner is employed based on gradient shooting optimization technique to generate dynamically-feasible trajectory candidates. Finally, the generated trajectories are evaluated by a cost function.

In the future, we will focus on implementing the proposed research on the full-size autonomous vehicle platform. Furthermore, we will handle the local trajectory generation problems by considering more practical scenarios, such as the presence of other traffic participants, or at the limits of its handling capabilities, such as driving at a high speed. In these cases, accurate motion prediction is required to ensure safety, stability and comfort.
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